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THE EQUATIONS FOR A TWO PHASE INDUCTION MOTOR

This paper demonstrates the simulation of transients produced by cold start-up of a two phase induction motor [9]. Equations (1) and (2) represent the electrical equations for the ideal two phase induction motor.

\[ v_{as} = r_s i_{as} + \frac{d\lambda_{as}}{dt} \quad v_{bs} = r_s i_{bs} + \frac{d\lambda_{bs}}{dt} \]  
\[ v_{ar} = r_t i_{ar} + \frac{d\lambda_{ar}}{dt} \quad v_{br} = r_t i_{br} + \frac{d\lambda_{br}}{dt} \]

\[ \lambda_{as} = L_a i_{as} + L_{ar}[\cos(\theta_r) i_{ar} - \sin(\theta_r) i_{br}] \]  
\[ \lambda_{bs} = L_b i_{bs} + L_{br}[\sin(\theta_r) i_{ar} + \cos(\theta_r) i_{br}] \]

\[ \lambda_{ar} = L_{ar} i_{ar} + L_{as}[\cos(\theta_r) i_{as} + \sin(\theta_r) i_{bs}] \]  
\[ \lambda_{br} = L_{br} i_{br} + L_{bs}[-\sin(\theta_r) i_{as} + \cos(\theta_r) i_{bs}] \]

Where \( L_a \) and \( L_b \) stand for the self inductances of the stator and rotor circuits, and \( L_{ar} \) represents the mutual inductance between stator and rotor. The electrical angle \( \theta_r \) is related to the actual mechanical displacement of the rotor \( \theta_m \) by the number of poles \( p \) of the machine.

\[ \theta_r = \frac{p}{2} \theta_m \quad \omega_r = \frac{d\theta_r}{dt} \]  

Equations (1) and (2) have time-varying inductances which make them difficult to simulate. This problem can be avoided by using an orthogonal d-q reference frame represented by the transformation equations (4) and (5). In these equations \( v \) stands for voltage, \( i \) current, \( \lambda \) flux linkage.

\[ f_{qs} = f_{as} \cos(\theta) + f_{bs} \sin(\theta) \]  
\[ f_{ds} = f_{as} \sin(\theta) - f_{bs} \cos(\theta) \]

\[ f_{qr} = f_{ar} \cos(\beta) + f_{br} \sin(\beta) \]  
\[ f_{dr} = f_{ar} \sin(\beta) - f_{br} \cos(\beta) \]

\[ \beta = \theta - \theta_m \]  

Using these transformations phase quantities are converted to d-q variables.

The mechanical equations for this machine are illustrated in (10), where \( T_e \) is the electromagnetic torque, \( J \) is the inertia, \( D \) is the damping, and \( T_L \) is the load torque. For our discussion, we consider \( T_L \) constant.

\[
T_e = \frac{P}{2} \omega_L \left( q_L q_L + \dot{q}_L \right) - \frac{P}{2} \omega_L \dot{q}_L + T_L \tag{10}
\]

For our discussion, we consider that the machine is connected to an infinite bus (an ideal voltage source). The rotor is assumed to be short circuited.

\[
v_{as} = \sqrt{2} \text{Vrms}_{as} \cos(\theta_L) \tag{11}
\]

\[
v_{bs} = \sqrt{2} \text{Vrms}_{bs} \sin(\theta_L) \tag{11}
\]

\[
\omega_L = 2\pi f \tag{12}
\]

\[
\vec{v}_{ar} = \vec{v}_{dr} = 0 \tag{12}
\]

**DECLARATIVE STYLE PROGRAMMING**

Declarative style programming refers to environments where the emphasis is not on the solution steps to a problem, but on the formulation of the problem. The objective is to express problems as much as possible not in the language of computers but in the natural language of the discipline. The declarative programming era in engineering can be traced at least in part to Konopasek et al. [4]. For more recent descriptions of the declarative style of programming see [5,6]. The ideas of declarative style programming can be extended to incorporate graphics as part of fully graphic declarative languages [7,8].

In a declarative environment there exist constructs that permit the mathematical description of a problem at the level of abstraction a user is used to in a discipline. For induction motors, this means that the equations above are all that should be necessary. Actions to be performed upon these equations are not part of the fundamental problem description. For example, a request to perform a numeric simulation using a given numerical method is irrelevant to the problem specification. Declarative environments must also allow for commands that permit users to perform actions on models. The richer the command set, and the more it is separated from problem specification, the better we can judge the declarative environment to be. In some environments, commands are embedded as special language constructs, while in others all commands are interactive; no commands are permitted within the problem specification.

The purpose of mathematical models is to enhance student understanding of the behavior of physical systems.

An important aid in understanding the behavior of physical systems is to gain insight into the relationship between parameters and the effect of changes to these parameters. This understanding can be obtained by inspection of symbolic expressions, or it can be obtained by numerical experimentation with parameter values. Two common ways of depicting parameter-variable relationships are tabular displays and plots. Good declarative environments should have the ability of producing both of these.

Symbolic expressions are useful toward the goal of better understanding of model behavior only as long as they are simple enough that insight is possible. An explicit symbolic expression is one where variables of interest are explicit in terms of parameters and other variables, as in \( y = f(x,p) \). An implicit expression is one where the variables of interest are not necessarily separable from the parameters and remaining variables, as in \( f(x,y,p) = 0 \). Little insight is gained from complicated symbolic expressions. Thus, a simple implicit model is generally better than a complicated explicit model. In the simulation of machines, it has often been considered necessary for users to develop explicit models. Good declarative environments should make explicit models unnecessary. This paper illustrates both explicit and implicit versions of the machine model.

**SPEAKEASY**

Speakeasy [10,11] is a user-oriented programming language more than a declarative environment. It is designed for interactive computations. It permits the use of free-format data input, and provides the means for quick formulation of engineering problems and their solutions. Many mathematical operations routinely used in engineering problems are built-in. The language can be quickly learned, since its form is similar to ordinary mathematical notation. Speakeasy is a step up from general purpose simulation software such as ACSL. It permits the user to work with matrices. However, it is not entirely declarative: statements must be numbered, their order is significant, and the solution method must be coded by the user. To demonstrate the capabilities of Speakeasy, consider the matrix form of the induction machine current equations:

\[
\begin{bmatrix} L & I \end{bmatrix} = \begin{bmatrix} R & I + D \end{bmatrix} U \tag{13}
\]

In Speakeasy we must make the state variable vector explicit. Thus, we solve for \( I \):

\[
I = A^{-1} I + B \tag{13}
\]

where:

\[
A = L^{-1} R \quad B = L^{-1} R \tag{15}
\]

In the case of unsaturable machine inductances, the inductance matrix needs to be inverted once. This can be done by Speakeasy, as shown in figure 1(a), line 31 of the Speakeasy program. Since the \( R \) matrix is a function of \( \omega_L \), the matrices \( A \) and \( U \) are not constant and are updated each time step using the subroutine designated as \( A_0 \). At this point the matrices \( A, B \), and \( U \) have been obtained and can be used by the explicit predictor-corrector trapezoidal algorithm. The predicted value of currents, \( i_{n+1} \), are found in figure 1(b), line 45, and are left in matrix form, \( I_1 \). The updated values of current, \( i_{n+1} \), are found by using the previously predicted value of current, and are shown in figure 1(b), lines 55-60. The corrected values of current are then used to calculate the rotor speed and the electromagnetic torque.

Figure 1(a) provides the machine parameters. Figure 1(c) computes the matrix \( A \) and the vector \( U \) for use in the trapezoidal integration. The sampling time, equation (16), was calculated based on the largest real part of the matrix \( A \) eigenvalues.
The first case is a cold start-up with balanced phase voltages (\( \text{VRMS}_{SB} = \text{VRMS}_{SB} = 110 \) V). Results are depicted in Figure 2. The torque and speed characteristics are what can be expected from a balanced start-up of an induction motor, with relatively large oscillations of the torque at the beginning, and a peak torque before the machine reaches steady state. The second case is a start-up of the induction motor but with unbalanced voltages (\( \text{VRMS}_{SB} = 100 \) V, \( \text{VRMS}_{DB} = 88 \) V). Figure 3 depicts the results for this simulation. Notice the sustained oscillations of the torque around the steady state condition.

For the last simulation the resistors in each axis of the rotor are given different values (\( r_L = 0.144 \Omega \), \( r_D = 0.288 \Omega \)). The results in Figure 4 show a large initial torque, and uneven oscillations that last until the machine reaches steady state.

(a) Initial conditions.

(b) Torque characteristic.

(c) Matrix update subroutine.

Figure 1: Speakeasy input files.

Figure 2: Balanced case. Speakeasy results.
Figure 3: Unbalanced stator voltages. Speakeasy results.

(b) Torque characteristic.

Figure 5: Unbalanced stator voltages. Matlab results.

(a) Torque vs speed.

Figure 4: Unbalanced rotor resistances. Speakeasy results.

(b) Torque characteristic.

Figure 6: Unbalanced rotor resistances. Matlab results.
MATLAB

This environment attains a higher level of abstraction than Speakeasy by using the concept of a matrix as a fundamental programming block, and hiding from the user the details of the underlying numerical method. This allows a more clear problem specification. Another advantage of Matlab is that the user can add commands to it via so-called M-files to increase its functionality.

The same three cases were simulated using PC-Matlab [13]. The results obtained are very close to those produced by Speakeasy, although the method of integration is completely different. Matlab uses a fourth-fifth order Runge-Kutta-Fehlberg method with variable time step. There is a small difference in the last two cases for the machine characteristics that can probably be attributed to the difference in the time steps used by each integration method. The results obtained with the EMTF agree with those of PC-Matlab. Figures 5 and 6 depict the Matlab results for the unbalanced machine.

In our simulation, the explicit method of integration used by PC-Matlab does not result in numerical instabilities. However, if control devices were added to the machine this method could have problems due to the possible stiffness of the equations.

The machine equations for this program are handled in matrix form, as shown in figure 8. The equations in this figure resemble those previously defined for the induction motor. The linkage fluxes have been scaled by the electric speed $\omega_e$ to avoid numerical problems. Figure 7 presents the additional variables and commands needed to define the initial conditions, method of integration, and plot variables of interest. Although the matrices are sparse, zero values must be represented explicitly in PC-Matlab.

```
% Simulation of a 2-phase Induction Motor (Cold Start-Up)

t0 = 0; tf = 0.7; % Initial and final time
tol = 0.0001; % Tolerance for Integration method
x0 = [0 0 0 0 0 0]; % Initial conditions
file = 'imurflux'; % Machine equations

% 4th-5th order Runge-Kutta-Fehlberg Integration. Wait...
[t,x] = ode45(file,t0,tf,x0,tol,0);

% Calculate currents from fluxes
L = [ x(:,1) x(:,2) x(:,3) x(:,4)];
Lis = 0.00133; % Lrpr = 0.000554;
Lms = 0.03514;
L = [ Lis+Lms 0 Lms 0; 0 Lis+Lms 0 Lms; Lms 0 Lrp+Lms 0; 0 Lms 0 Lrp+Lms ];
x = [(inv(L))*(L./3777)' x(:,5) x(:,6)];

% Calculate Electromagnetic Torque (Te)
P = 2;
Te = (P/2)*Lams*(x(:,1)*x(:,4) - x(:,2)*x(:,3));

% Plot results
plot(x(:,6),Te);
title('Torque vs rotor speed');
xlabel('wr (rad/sec)');
ylabel('Torque (Nm)');
grid
```

Figure 7: PC-Matlab definition of initial conditions, method of integration, current and torque calculations, and plotting commands.

SOLVER-Q

This environment was developed by one of the authors (Alvarado) to provide a completely general environment for the manipulation of mathematical models of all kinds, including not only numeric but also symbolic computational capabilities. This environment represents an attempt at ultimate declarative clarity. Only declarative constructs are permitted.

Although explicit matrix notation is not permitted in the current version of SOLVER-Q [14], all kinds of matrix operations can in fact be performed with ease. By using explicit algebraic notation, however, this environment stays closer to the computational realities of simulation, such as the need for sparsity preservation.

The same three cases of cold start-up of the two phase induction motor were simulated in a PC using this program. The results, as expected, were in close agreement with those obtained with the two previous environments, particularly with PC-Matlab.

```
% Equations of a 2-phase Induction Motor (fluxes)
function xprime = imurflux(t,x)

% Applied Voltages:
f = 60; we = 2.*pi*f;
vap = sqrt(2)*110*cos(wet);
vvb = sqrt(2)*110*sin(wet);

% Park's Transformation
vr = x(6); thetar = x(5); w = wr; theta = thetar;

% Mechanical variables
vq = cos(theta)*vbs + sin(theta)*vbs;
vs = sin(theta)*vbs - cos(theta)*vbs;

% Machine data:
Rs = 0.295; Rqrp = 0.144; Rdpr = 0.288;
Lls = 0.00133; Llrpr = 0.000554;
Lms = 0.03514; J = 0.026;

% Machine equations in matrix form:
Lqs = x(1); lds = x(2);
lqrp = x(3); ldpr = x(4);
L = [ lqs lds lqrp ldpr ];
v = [ vqs vs ];

% Solution:
Te = (P/2)*Lams*(lqs*ldpr - lds*lqrp);
Tl = 0;
thatarp = wr;
wrp = (P/2)*(1/0)*(Te - Tl);
```

Figure 8: PC-Matlab machine equations. Linkage fluxes $\lambda$ have been scaled by $\omega_e$ ($\lambda = \lambda/\omega_e$), to avoid numerical problem.
The integration method used in this case was implicit trapezoidal integration. The simulation of the machine with unbalanced rotor resistances was run with a smaller time step (Δt = 0.0005) than the first two cases (Δt = 0.002). This reduction in time step increases the CPU time needed for the simulation. The SOLVER-Q environment also allows the use of variable time steps if desired.

Figure 9 shows the set of equations given to SOLVER-Q. These equations are in declarative style. They are identical to equations (7-12), with two exceptions. First, the equations have been set up to compute initial values for all the variables automatically by initially setting time to a negative value. Second, the fluxes have been scaled by 2πf to avoid numerical problems during the simulation. SOLVER-Q transforms these equations to symbolic algebraic form by using the trapezoidal rule of integration. The resulting algebraic equations are then solved numerically.

**COMPARISONS AND CONCLUSIONS**

All the results shown above were verified against simulations done with the EMTP [1]. The results obtained with the EMTP agree with those obtained with PC-Matlab and SOLVER-Q for all cases. With Speakeasy there is a small difference for the unbalanced cases, which we attribute to the time step and numeric errors embedded in the different integration methods.

Explicit methods of integration, such as the one used by PC-Matlab, can in theory produce numerical instabilities in stiff systems. That could be the case, for example, if control circuits were added to the machine. The automatic step control in PC-Matlab reduces these problems at the expense of time step size.

In terms of clarity, Speakeasy is closely related to conventional programming languages, and therefore perhaps the one that would afford the greatest flexibility if non-declarative constructs were essential. Disadvantages of Speakeasy include the need for explicit equation forms, the need to program the numerical method by the user, the lack of matrix construct support, and the lack of symbolic constructs. Matlab permits a more clear specification by accepting matrix notation, user definable commands, and the use of built-in explicit numerical integration methods. However, it does not support symbolic constructs or sparsity. SOLVER-Q provided both symbolic constructs and sparse matrix methodology, implicit problem specification and solution, built-in implicit methods of integration, a fully declarative environment and very high level interactive commands separate from the problem specification. However, its heavy use of symbolic computation makes it the slowest. SOLVER-Q also lacks matrix notation.

Speakeasy was used in a time sharing environment, while PC-Matlab and SOLVER-Q were run in an IBM PS/2 model 50. Because of the different computer environments used, it is not possible to compare CPU times of Speakeasy and the other two environments. For our example 1, PC-Matlab took 7 min 10 sec, while SOLVER-Q took 9 min 21 sec. That is, PC-Matlab was about 20% faster. For example 2, PC-Matlab was also about 20% faster than SOLVER-Q, while for example 3 PC-Matlab was about five times faster than SOLVER-Q because of its need for a very small constant step size. Nevertheless, because of its emphasis on sparsity preservation, we expect a much better relative performance of SOLVER-Q for models requiring larger sets of equations.

In closing, all the environments investigated provide excellent means for illustrating the behavior of machines directly from the mathematical models of the machines without the need for programming. This is of great value in the teaching of machine models. These environments, although computationally slow, also are useful for prototyping and testing the behavior of any new machine models a user may wish to experiment with. At the expense of some CPU performance, the user gains significant clarity, modifiability, and a close association between equations and the simulation environment. New equation models can be added and tested trivially. Furthermore, as the implementation of these environments continues to improve, we expect that they will ultimately become competitive for production applications and replace traditional programming and simulation environments as well.
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