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Abstract—The well established power flow methods – Gauss-Seidel, Newton-Raphson, and the Fast Decoupled Load Flow – are all based on major, classical methodologies of applied mathematics. The Krylov Subspace Power Flow (KSPF) presented in this paper uses a newer, very successful approach – the Krylov subspace methodology – developed in applied linear algebra for the iterative solution of large, sparse systems of linear equations. The method has been adapted to nonlinear equations and used for the solution of the power flow problem with either an approximation of the Jacobian, as in the Fast Decoupled Load Flow, or in a direct Newton-like manner but without explicitly forming the Jacobian. Convergence rates are from linear to almost quadratic. First the general methodology is described in the paper and then its application to the power flow problem. The main advantage of KSPF is that no matrix factorizations, only sparse matrix-vector multiplications or evaluations of residuals are used. Preliminary tests suggest that KSPF may become a competitive alternative to existing methods, especially in the case of large systems.

1 INTRODUCTION

Power flow programs are probably the most fundamental and widely used tools in the analysis of power systems. They have accordingly been developed to a very high level of perfection. The main methodologies used are: the Gauss-Seidel, the Newton-Raphson, and the Fast Decoupled Power Flow (developed by Stott and Alsac [1]). For special system configurations, special programs can be used to advantage (e.g., for radial and for weakly meshed systems [2,3]). These well established solution methodologies have evolved so as to eliminate some of the shortcomings of previously used methods: the Gauss-Seidel approach is very simple but has slow convergence; the Newton-Raphson method converges quadratically but requires repeated Jacobian evaluations and factorizations; finally, the Fast Decoupled Load Flow does not require any Jacobian evaluation and does not require refactorization of the iteration matrices, but has only linear convergence. Are there any further improvements possible?

A common feature of both the Newton-Raphson and the Fast Decoupled methodologies is that large, sparse matrices have to be factored for the direct solution of linear equations. However, these equations can also be solved iteratively and there are several very successful methods used to achieve this efficiently, without factorizations, using only matrix-vector multiplications [4,5].

They seem to have developed in part by the generalization of the conjugate gradient method to nonsymmetric systems and by inspiration from Lanczos-Arnoldi type methods used in the solution of large eigenvalue problems [6]. The latter are closely related to the power method and simultaneous iterations which result in operations on Krylov sequences or subspaces. There exists thus a basis for developing solution methods for the Power Flow problem in power systems, such that factorizations could be completely avoided. Moreover, the calculation of a Jacobian matrix is also not needed just as in the Fast Decoupled Load Flow [1]. The resultant advantage in speed and efficiency is expected to be important in the case of large systems.

In a recent study, Galiana, et al [7] have successfully applied a preconditioned conjugate gradient algorithm to the solution of the DC and the Fast Decoupled Load Flow problems, with contingency analysis. These load flow methods, in contrast to the Newton-Raphson Power Flow, satisfy the requirement of the solution procedure for a symmetrical, positive definite, system matrix. As expected, the efficiency of the methodology increases with the size of the system.

The purpose of the present paper is to examine the possibility of using the new, advanced, iterative methods for the practical solution of the load flow problem. The approach developed will be called the Krylov Subspace Power Flow (KSPF). Since, however, the concept and methodology of Krylov subspace procedures is not widely known, the derivations in this paper will be fairly complete yet simple enough so that the main ideas are not obscured by details.

In the following, first a general method for solving a nonlinear system of equations by Krylov subspace approximations is derived, then the application of this methodology to the power flow problem is discussed. Two approaches will be described and evaluated: the first, with a constant-matrix approximation of the Jacobian, much as in the Fast Decoupled Load Flow, the second, with Newton-like accurate linearization but without explicit calculation of the Jacobian matrix.

2 KRYLOV SUBSPACE METHODOLOGY

The Krylov subspace methods [8,9] have been developed and perfected, starting approximately in the early 1980's, for the iterative solution of the linear problem $Ax = b$ for large, sparse, nonsymmetric $A$-matrices. Usually the approach was to minimize the residual $r$ in the formulation $r = b - Ax$. This led to approaches with names such as MINRES, ORTHOMIN, ORTHODIR, GMRES, and GBMR [4,5]. GMRES [10] is the most widely known and used. The power flow problem is however nonlinear. Since this in any case implies an iterative approach, it is natural to simply extend the iterations of the Krylov subspace minimal residual methodology to the solution of nonlinear equations. The basic ideas are presented in the next section.

2.1 Solving \( f(x) = 0 \)

The power flow equations can be represented in the general form

\[
f(x) = 0 \tag{1}
\]

where \( x \in \mathbb{R}^N \) represents voltages and phase angles and \( f(x) \) \((\in \mathbb{R}^N)\) is the difference of the calculated and specified powers, real and reactive. At iteration step \( k \), (1) gives the residual

\[
r_k = f(x_k) \tag{2}
\]

The linearized form of (2) is

\[
\eta_k = b - Ax_k
\]

Here, strictly speaking, the coefficients \( b \) and \( A \) vary with \( k \) but in the proximity of the solution they can be considered constant. In particular, \( A \) would then represent the converged Jacobian. We could regard (3) as an equivalent of (2) for casting the nonlinear problem in a form used for the derivation of Krylov subspace methods for the solution of linear systems. Since in reality the Jacobian varies with the iteration point \( k \) its calculation and recalculation would represent a computational burden similar as in Newton's method. Moreover, since it would be used in a Krylov subspace approach, it would not lead to truly quadratic convergence. Therefore, in one alternative, it is reasonable to assume that \( A \) is only an approximation of the Jacobian, possibly symmetrical, and affording a decoupling similar to that in the Fast Decoupled Load Flow (FDLF). In a second alternative, the Quasi-Newton approach, \( A \) is gradually approaching the Jacobian matrix but is not calculated explicitly. We still use it in the presentation of the general methodology.

In the following derivation we shall use both (2) and (3) for obtaining the minimal residual solution of problem (1): equation (3) to obtain a Krylov subspace update \( \Delta x \) for \( x_k \), as shown below, and (2) to obtain a new, minimal residual, so that \( x_k \) is driven to the true solution of (1).

The iterative process starts with a guess \( x_0 \) and (2) gives \( r_0 \). At step \( k \) we know \( x_k \) and (2) yields \( r_k \). Let

\[
x_{k+1} = x_k + \Delta x
\]

be the new value of the vector of unknowns. We would like to choose \( \Delta x \) so that the new residual, \( r_{k+1} \), results minimal. To solve this minimization problem, we use approximation (3), written for \( k + 1 \), together with (4):

\[
r_k - A \Delta x = \eta_{k+1} \rightarrow \min
\]

or

\[
A \Delta x \equiv r_k
\]

Actually, (6) could be solved exactly if we were prepared to factorize \( A \). Since we wish to avoid the latter, we just write

\[
\Delta x = A^{-1}r_k
\]

and do the following somewhat heuristic, reasoning. It is basic to the Krylov subspace approach and perhaps the only conceptually more difficult part of the entire methodology.

The matrix \( A^{-1} \) in (7) is an analytical function of \( A \) and therefore could be expressed as a series in terms of the powers of \( A \). Since (by the Cayley-Hamilton theorem [11]) \( A \) satisfies its own characteristic equation, therefore powers of \( A \) equal to or higher than \( N \) can be expressed in terms of powers of order less than \( N \). Thus \( A^{-1} \) can be expressed by a polynomial of degree \( N - 1 \). Correspondingly, \( A^j \eta_k \) of (7) is a linear combination of column vectors \( A^j \eta_k \), for \( j = 0, 1, \ldots, N - 1 \). If these vectors are arranged in a matrix, we obtain the Krylov matrix \( K \) of order \( N \).

Often this matrix is poorly conditioned since \( \eta_k \) may be close to the span of only a part of the eigenvectors of \( A \). It is clear that, if \( \eta_k \) is proportional to an eigenvector of \( A \), then \( K \) has only one independent column, since the first two, \( \eta_k \) and \( A \eta_k \), are linearly related; see [12] page 36.) Therefore new columns added to \( K \) become increasingly redundant and only the first columns are essential in the solution. This of course is only an approximation but it leads to computational efficiency. Thus if only \( m < N \) columns of \( A^j \eta_k \) (for \( j = 0, 1, \ldots, m - 1 \)) are used, we have the Krylov matrix \( K = [\eta_k \ A \eta_k \ A^2 \eta_k \ldots \ A^m \eta_k] \) of order \( m \) which, if of full rank, spans a subspace of order \( m \) \((< N) \). The linear combination of the columns of \( K \) is then \( Ky \) (with \( y \in \mathbb{R}^m \)).

Since \( K \) does not span the full space \( \mathbb{R}^N \), (7) can be only approximately satisfied and we set instead:

\[
\Delta x = Ky
\]

Thus, we simply assume that \( \Delta x \) is confined to the Krylov subspace, the span of \( K \).

Consequently, substitution of \( \Delta x \) from (8) into (5) yields

\[
\eta_k - AKy = \eta_{k+1} \rightarrow \min
\]

where \( AK \) is itself a Krylov matrix \((AK = [A \eta_k \ A^2 \eta_k \ldots \ A^m \eta_k] \)).

To solve the least squares problem (9) for \( y \), we could first be tempted to use a QR decomposition of \( AK \). We note however that the obtained \( y \), when substituted into (8) (in order to calculate \( \Delta x \)), has to be premultiplied by \( K \), so that the total amount of computations would be large. Therefore, for solving the least squares problem (9), we shall use a special minimization procedure, based on an Arnoldi-type orthogonalization algorithm (used in GMRES [10]), which is computationally very efficient.

Details are given in the next section.

Arnoldi's method [13] gives the orthogonalization of a Krylov matrix \( K \) to become the orthonormal matrix \( V \). Then equations (8) and (9) take the form

\[
\Delta x = Vy
\]

or

\[
\eta_k - AVy = \eta_{k+1} \rightarrow \min
\]

With the result \( z \) of the least squares solution of (11), we obtain \( \Delta x \) from (10). Subsequently (4) yields \( x_{k+1} \) and from (2) we obtain \( \eta_{k+1} \) which of course is not exactly the same as the residual from (11). It is this value that will be used in the next iteration.

Because of the constraint we have imposed on \( \Delta x \), we cannot of course expect for the new residual \( \eta_{k+1} \) to be zero. It will however be orthogonal to the Krylov subspace spanned by \( AK \) (or \( AV \)) and it will be minimal. Thus, in the case of a linear problem (3), the convergence will be monotonous and, consequently, the approach is robust. The descending pattern will be assured even for the nonlinear problem (2) as long as its approximation (3) is sufficiently close.

2.2 Least Squares Solution of (11)

The transition from formulation (9) to (11) of the minimum residual problem is achieved by a Gram-Schmidt orthogonalization with a special feature, Arnoldi's algorithm. We
present below Arnoldi's method corresponding to the classical Gram-Schmidt orthogonalization. We note however that sometimes an implementation based on the Modified Gram-Schmidt algorithm [14] is preferable.

In the following, the matrix $K$ is represented by the pair: $v_1, A$, where

$$v_1 = \frac{p_1}{p_1^T}$$  \hspace{1cm} (12)

becomes the first vector in $V$. The other vectors $v_i$ are obtained as shown below. Note that the special feature of Arnoldi's method is that the new vector to be orthogonalized (in (13b)) is not taken from the columns of matrix $K$, but is expressed as $Av_j$, in terms of the last vector, $v_j$, brought into the basis. This has important useful consequences.

**Algorithm Arnoldi**

For $j = 1, 2, \ldots, m$, calculate:

$$h_{ij} = (Av_j, v_i), \quad i = 1, 2, \ldots, j$$  \hspace{1cm} (13a)

$$\hat{v}_{j+1} = Av_j - \sum_{i=1}^{j} h_{ij} v_i$$  \hspace{1cm} (13b)

$$h_{j+1} = ||\hat{v}_{j+1}||$$  \hspace{1cm} (13c)

$$v_{j+1} = \frac{\hat{v}_{j+1}}{h_{j+1}}$$  \hspace{1cm} (13d)

Equation (13b), together with (13c) and (13d), can be written as

$$AV = V_{\text{aug}}$$  \hspace{1cm} (14)

or in the compact matrix form:

$$AV = V_{\text{aug}}H$$  \hspace{1cm} (15)

where $V_{\text{aug}}$ is the matrix $V$ augmented by the new column $v_{m+1}$, and $H$ is a rectangular upper Hessenberg matrix (of dimension $(m+1)\times m$) with elements $h_{ij}$. Note that the last row of $H$ consists of the single element $h_{m+1,m}$.

The importance of (15) is that it permits to replace $AV$ in (11) by $V_{\text{aug}}H$. The result is

$$r_0 - V_{\text{aug}}Hz = r_{m+1} \to \min$$  \hspace{1cm} (16)

Now, to minimize the new residual, $r_{m+1}$, we note that it must be orthogonal to the span of $V_{\text{aug}}H$. Therefore, we premultiply (16) by $(V_{\text{aug}}H)^T$ and set the result equal to zero. This yields, taking into account the orthogonality of $V_{\text{aug}}$,

$$H^T H z = H^T V_{\text{aug}} p_k$$  \hspace{1cm} (17)

which, clearly, is the normal equations form for the least squares solution of the problem

$$H z = V_{\text{aug}} p_k$$  \hspace{1cm} (18)

Taking into account (12), where for notational convenience we write $\beta = ||p_1||$, (18) becomes

$$Hz = b$$  \hspace{1cm} (19)

where $b = [0, 0, \ldots, 0]^T$ has length $m+1$. A slightly different derivation of (19) is given in [10].

The next step is to solve the small size least squares problem (19) for $z$, required for obtaining $\Delta x$ from (10). Again, the QR decomposition is reasonable for this purpose. Details for its efficient implementation are given in [10]. In conclusion, the simple and low order equation (19) replaces (11) in the general solution process.

An important remark is in place at this stage. When $A$ represents the Jacobian, it is nonsymmetric. However, when the effect of phase shifters is not included in $A$, then, in approximating the network susceptance matrix, $A$ is symmetrical and the Modified Gram-Schmidt version of Arnoldi becomes the Lanczos algorithm [14] (see the Appendix). Then, of course, the upper Hessenberg matrix $H$ reduces to symmetrical tridiagonal form and, instead of the summation in (13b), we have only a short, three-term, recursion. Thus, increasing the order $m$ of the orthogonalized Krylov subspace does not entail more than proportional computing and memory requirements. Loss of orthogonality [15] is not of serious concern in our application since after $m$ steps a new residual is calculated and the Arnoldi/Lanczos process is restarted. We also note that the Lanczos method is closely related to the method of Conjugate Gradients [5, 15].

In the following – in order to simplify the presentation – we shall not point directly to the symmetrical Lanczos implementation of the Krylov subspace orthogonalization but will refer in all cases, whether symmetrical or nonsymmetrical, to the more general Arnoldi approach. In the symmetrical case, Lanczos is implied.

### 2.3 Solution Strategies

The basis of the whole Krylov subspace methodology described above is clearly the Arnoldi algorithm which gives both $V$ and $H$ needed in (10) and (19). At each iteration $k$, we choose the order $m$ of the Krylov subspace, so that $m$ is a function of $k$. Possibly, $m$ is a constant or, perhaps, $m = k$ or proportional to $k$ up to $m_{\text{max}} \ll N$. In general, $m$ could be chosen adaptively as the computation progresses, with some fixed value $m_0$ for each set of $r_i$ ($i = 1, 2, \ldots$) iterations. The issues of convergence are very complex. They are analyzed to great depth in [5] and in the monograph [16] (see also [17]).

The solution strategy will depend on the nature of the problem to be solved which can be best characterized by the spectrum (the totality of the eigenvalues) of the system matrix $A$. Best and fastest convergence is obtained, in descending order, for $A$ being:

- (a) symmetric (all eigenvalues are real) and definite
- (b) symmetric indefinite
- (c) nonsymmetric (complex eigenvalues may exist in conjugate pairs) and definite real (definiteness relates to real part), i.e. the symmetric part $(A + A^T)/2$ is positive or negative definite
- (d) nonsymmetric general

In the power flow problem (see Section 3) the Jacobian matrix is in general of type (c) above but the FDLF-approximation to the Jacobian is in general of type (a).

### 2.4 General Methodology

We review below the general solution procedure based on the equations developed in the previous sections.

(a) Formulate the nonlinear equation (2) to be used for the calculation of the residual $r_k$ and choose the approximation $A$
KSPF for the solution of the power flow problem: We have thus the represent mismatches of active and reactive powers, alternative.

constant-matrix alternative given in Section equations as (1) where for solving the linear system problem is computationally more expensive than the problem does not necessarily have to be solved accurately if the alternative is computationally advantageous. We also add the remark that the calculation of the residual (2) for the nonlinear equations (1) and the underlying existing methodology approximation of what it ideally could be, the least squares process may require in a constant-matrix alternative a good approximation of the Jacobian. Therefore, the least squares solution of Section 2.2 is only approximate and the solution process may require in a constant-matrix alternative a good number of iterations. On the other hand, since A is only an approximation of what it ideally could be, the least squares problem does not necessarily have to be solved accurately if the alternative is computationally advantageous. We also add the remark that the calculation of the residual (2) for the nonlinear problem is computationally more expensive than the corresponding computation (3) for a linear problem. Consequently, the following options have to be examined when deciding on details and strategies of implementation.

(a) What is preferable:

- The constant-matrix alternative, with faster but more numerous, linearly converging, iterations, or
- The quasi-Newton alternative, with longer but fewer, almost quadratically converging iterations? Clearly, the latter is advantageous when higher accuracy is essential.

(b) Should (19) be solved as a least squares problem? The alternative is to set in (15) the last element of H equal to zero (it becomes a regular m×m Hessenberg matrix) and then V_{	ext{eff}} becomes V, and b in (19) will have length m. Thus (19) becomes a simple (small) set of linear equations. Some preliminary tests have shown that this simplification has actually improved the rate of convergence.

Answers to these questions and recommendations will be given in Section 4.

3 THE POWER FLOW PROBLEM

The power flow problem consists in the solution of nonlinear equations as (1) where \( x \) stands for the unknown voltage magnitudes \( V_j \) and their phase angles \( \theta_j \), and the residuals in (2) represent mismatches of active and reactive powers, \( P_j \) and \( Q_j \). We have thus the two sets of equations, for \( i = 1, 2, \ldots, J = 1, 2, \ldots \),

\[
P_j(\theta, V) = 0 \quad \text{and} \quad Q_j(\theta, V) = 0
\]

(20)

In the two following sections we shall examine the options in KSPF for the solution of the power flow problem: first the constant-matrix alternative and then the quasi-Newton alternative.

3.1 The Constant-Matrix Alternative

When linearized, the power-voltage equations (20) take form (3), where \( A \) is the Jacobian matrix

\[
J = \begin{bmatrix}
\frac{\partial P}{\partial V} & \frac{\partial P}{\partial \theta} \\
\frac{\partial Q}{\partial V} & \frac{\partial Q}{\partial \theta}
\end{bmatrix}
\]

(21)

Note that matrix \( A \) can be modified by changing the sequence of the variables in (20) and (21). Thus we can affect the spectrum of \( A \) (discussed in Section 2.3) and, with it, the convergence properties of the iterative process in the Krylov Subspace Power Flow (KSPF). The sequence (21), which permits the decoupling in the Fast Decoupled Load Flow, is also optimal in the sense that (21) is almost symmetrical.

When approximated by a constant matrix as in the Fast Decoupled Load Flow, the Jacobian matrix (21) becomes the pair of the familiar B-matrices. These are then used for \( A \) in (3) and in the resulting KSPF.

3.2 The Quasi-Newton Alternative

In the constant-matrix alternative discussed in the previous section, \( A \) is an approximation of the Jacobian, as in the Fast Decoupled Load Flow. It is used in the computation of the product \( AV \), with the \( j \)th vector \( V_j \) of the Krylov matrix \( K \), in (15a) and (13b) of the Arnoldi algorithm. An improvement could be expected if instead of a constant \( A \) we would use the Jacobian itself, but this would be computationally impractical. We note, however, that \( A \) is not needed explicitly, since it is only used as an operator to obtain the vector \( AV \). The latter can be calculated directly as the directional derivative of \( f(x) \) in (1), or of the power functions \( p(x) \) in

\[
f(x) = p_{\text{sp}} - p(x)
\]

(22)

(where \( p_{\text{sp}} \) represents the specified active and reactive powers), since the increments of the two functions are the same, except for the sign. Thus, if we linearize \( p(x) \) at \( x_k + \epsilon V_j \), around \( x_k \) (with the small increment \( \epsilon V_j \)), we get

\[
p(x_k + \epsilon V_j) = p(x_k) + J_k \epsilon V_j
\]

(23)

This yields, with the Jacobian \( J_k \) replaced by \( A \),

\[
AV_j = p(x_k + \epsilon V_j) - p(x_k)
\]

(24)

This is the directional derivative evaluation of the product \( AV_j \). It requires a single (vector) function evaluation (of \( p(x_k + \epsilon V_j) \), in addition to the already available \( p(x_k) \)).

Thus a Newton-like solution can be obtained, the closer to the true Newton's method the larger the dimension \( m \) chosen for the dimension of the Krylov subspace. If \( m \) is large enough, an almost quadratic convergence pattern can be expected. This is of course obtained at the price of an increased number \( m \) of function evaluations (equivalent to the calculation of the residual vector). We also note here again that, while basically a sparse computation, a function evaluation is more expensive than a sparse matrix-vector multiplication because of the trigonometric functions involved and also because the real part, \( G \), of the admittance matrix is not neglected as in the constant-matrix approach (or FDLP).
4 TEST RESULTS

4.1 Illustration of Different Solution Alternatives

In Section 2.5 several alternatives for solving the general system (1) of nonlinear equations using a Krylov subspace methodology have been formulated. In the following, the effect of the adopted strategy will be illustrated on hand of convergence plots for the (infinite norm of the) residual of a small system (20-buses: 5 generator and 15 load buses). All tests were performed on a 486-DX2 66 MHz PC using MATLAB v.4.0 which has sparse matrix capabilities [18].

Figures 1 and 2 show the constant-matrix alternative in terms of the size $m$ of the Krylov subspace. Figure 1 gives the convergence for the least squares implementation while Figure 2 corresponds to the simplified solution, as detailed at (b) in Section 2.5. Clearly, after a faster initial stage, the convergence becomes linear and steady, down to almost machine precision. In the case of the simplified solution, the monotonic decrease of the residual is not assured (see the plot for $m=3$ in Figure 2) but it is still present in most cases; also, the rate of convergence is less steady. In both implementations it can be seen that, at first, convergence becomes faster if $m$ is increased but there exists an optimal value for $m$ beyond which the rate of convergence slows down. The optimal size $m$ of the Krylov subspace is small (6, respectively 5, in the two implementations) but in terms of computing time a smaller $m$, say 4 is a better choice. With the simplified solution (as opposed to least squares) the convergence rate improves. Thus the simplified approach appears to be preferable to the full, least squares implementation.

It is interesting to note that the computing time in the cases of both Figures 1 and 2 (in the range of 20-22 seconds) increased only slightly with $m$ and was almost identical to that for FDLF.

Figure 3 illustrates the convergence of the quasi-Newton approach in terms of the parameter $m$. We see that the convergence is much faster than in the constant-matrix case but, of course, at the higher cost of additional (vector) function evaluations needed in (24). Only if $m$ is significantly increased does the super-linear convergence become apparent and significant. The computer time, for increasing $m$, from 8 to 12 and 18, was of 19, 43, and 62 seconds, respectively.

Figures 1 to 4 show the residuals down to very small values in order to portray the rates and patterns of convergence for both the Constant Matrix and the Quasi-Newton alternatives. However, for
practical calculations, residuals smaller than $10^{-4}$ will usually not be needed. In particular, when operating conditions, such as reactive power limits at generators or tap settings of transformers, lead to modifications in the load flow equations, these changes can be implemented at higher residual levels. The same applies to repeated load flow solutions, as in contingency analysis. In all these situations, a modified load flow can be initiated without of course the burden of refactorization or of additional computations related to the use of the Matrix Modification Lemma.

4.2 Characterization of Solution Alternatives

Several modest size test systems have been used to validate the feasibility of the two basic alternatives of KSPF including the 14, 30, 57, and 118-bus test systems described in [19]. Some have been obtained from randomly generated network topologies and admittances (within ranges of values as in real systems). The acceptance of the latter as adequate for the assessment of a power flow methodology is based on the spectrum of the $B$-matrix which is similar to that of the real systems.

We note first that KSPF, by using a lower order (Krylov subspace) approximation of the Jacobian matrix or even of its $B$-matrix approximation used in FDLF is not expected to necessarily have the same robustness as the classical power flow methods. Its behavior is also more difficult to analyze and predict, as the underlying methodology is that of iterative solution of linear equations as opposed to direct methods. The expected advantage is in the possible savings in computing time by completely obviating the need for matrix factorizations. The experiments performed confirmed these expectations with the following detailed observations:

(a) The Quasi-Newton KSPF was the most reliable since it is based on a variable $A$-matrix that approximates the Jacobian. As in Newton's method, its convergence requires satisfactory initial values. Figure 4 shows the convergence with a low order Krylov subspace ($m = 10$) of a 57 bus system (18 generator, 39 load buses). The number of iterations is similar as in a true Newton-Raphson procedure, achieved however with lower order matrices and without factorizations.

(b) The Constant Matrix KSPF proved to be less robust due to the triple approximation: Jacobian to $B$-matrix, the $B$-matrix to a low order Krylov matrix (see Figures 1 and 2) and, especially at the beginning, the linearization itself. The systems where the Constant Matrix KSPF failed to converge were, in a simple characterization, those with weak, sparse, paths from the generators to the loads. This dependence became apparent by adding or removing existing links in the network. It is felt that improvements can be made to the Constant Matrix KSPF when its working will be better understood.

(c) The convergence of the Constant Matrix KSPF is much slower than in the case of the Quasi-Newton approach and the smaller size $m$ of the Krylov matrices in the former does not compensate for this fact (see Figures 1 and 2). However, in the latter, the calculation of the directional derivatives of (24) requires vector function evaluations with analytical calculations akin to those in the computation of residuals. These take significantly more time than the calculation of sparse matrix-vector products. Therefore, the total computing time, for both the Constant Matrix and the Quasi-Newton alternatives, has resulted of approximately equal order, on the average, with variations depending on the systems and on the strategies adopted, in particular for choosing $m$. Moreover, the computing time for FDLF, with all programs in MATLAB implementation, also resulted of the same order.

5 CONCLUSIONS

The paper has presented the fundamental ideas of a new power flow methodology, based on the use of approximations in a Krylov subspace [10].

The essential feature of the Krylov Subspace Power Flow (KSPF) is that the linear equations that appear in the iterative process are not solved directly and accurately by Gaussian elimination as in the Newton-Raphson and the Fast Decoupled Load Flow. The indirect solution methodology of KSPF is of the same class as that of the Gauss-Seidel power flow but has better convergence characteristics. In an alternative using a constant and "decoupled" matrix as an approximation to the Jacobian, KSPF has somewhat similar features as the Fast Decoupled Load Flow. In a second alternative which approximates the Jacobian matrix without ever calculating it, the quasi-Newton option of KSPF behaves similarly to the Newton-Raphson power flow, including its convergence pattern which is close to quadratic.

The procedures for the indirect solution of large, sparse systems of linear equations are of an extraordinary variety and multiplicity [4,5]. Therefore, having examined the application of one particular iterative approach, basically a variant of the widely recognized and popular GMRES [10], to the solution of the nonlinear equations of the power flow problem, does not justify drawing at this stage definitive conclusions about the competitive value of KSPF.

It is however clear that, since at each iteration in KSPF the solution obtained is only approximate, more iterations can generally be expected in KSPF than with the corresponding direct solution method. On the other hand, since in KSPF there are no matrix factorizations as in traditional power flows (with the unavoidable fill-ins even at the best ordering and correspondingly denser $LU$ factors), it is clear that the sparse matrix-vector multiplications in KSPF are an essential contributor to its efficiency. This is of particular significance in larger systems. Moreover, since in KSPF large matrix factorizations are not needed, it can potentially be applied to advantage for repeated load flow solutions in contingency analysis.

KSPF is a first application of the Krylov subspace methodology to the solution of power system problems. The methodology may well have other applications worthwhile to be explored, for instance, to optimal power flow solutions or state estimation.
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7 APPENDIX
The Symmetric Lanczos Method

As mentioned, $H$ obtained in the Arnoldi process becomes a tridiagonal matrix. Its diagonal elements are now denoted by $a_j$ (for $h_j^k$) and those on the side-diagonals by $\beta_j$ (for $h_j^{j+1} = h_{j+1}^k$). Set $b_0 = 0$, $v_0 = 0$.

**Algorithm Lanczos**

For $j = 1, 2, \ldots, m$, calculate:

$$w_j = Av_j - \beta_j v_{j-1}$$

$$\alpha_j = (w_j, v_j)$$

$$v_{j+1} = w_j - \alpha_j v_j$$

$$\beta_j = \|v_{j+1}\|$$

$$v_{j+1} = v_{j+1}/\beta_j$$
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Discussion

H. Dağ and F. L. Alvarado (University of Wisconsin-Madison) The author is to be commended for the nicely written timely paper on Krylov subspace method. It is good to see that such a mature method being used in engineering applications. With the increasing dimension of the system and the introduction of highly nonlinear devices such as FACTS, which need to be modelled in greater detail (hence increasing the problem dimension), direct methods based on Gaussian elimination become impractical. Furthermore, direct methods unlike iterative methods for the solution of linear equations are not amenable to parallel processing [D1, D2].

The fundamental concept of the paper is to use an Arnoldi process to solve smaller least squares problems, which in turn solves the set of linear equations. The set of linear equations are obtained from an approximate linearization of the nonlinear set of power flow equations. The proposed method does not truly minimize the residual of the linearized system, since the residual is computed using the set of nonlinear equations. As the author points out, the biggest advantage of the suggested method is that no factorization and/or matrix update is needed. The calculation of the Jacobian is replaced by a nonlinear vector function evaluation for the quasi-newton approach and is not needed for the constant matrix approach. The following are some problems the discussers encountered when trying out the suggested method.

- The success of the proposed method depends on the eigenvalue spectrum of the approximate Jacobian. Thus, it is not easy to predict ahead of time how many iterations are required to solve the problem. With direct methods, however, it is easier to predict the storage requirement and approximate CPU time.

- The choice of parameter \( m \), which determines the rank of the Krylov matrix, can be problem-dependent. The bigger \( m \) is, the larger the storage requirement for each iterations will be.

- The constant matrix alternative works better with a small \( m \), but takes lots of iterations. The quasi-newton approximation requires nonlinear function evaluations. It is not clear whether the proposed method will be competitive alternative with the direct method for large systems.

The discussers would like to have author’s comments on the following questions:

- Would there be any advantage if one solves equation (9) by the conjugate gradient method normal equation formulation instead of a least square minimization problem?

- Could the author comment on the choice of initial guess \( x_0 \). Specifically, is a flat start as important as it is for the Newton formulation of load flow?

- Is it advantageous to solve equation (19) by using a direct method with last row of \( H \) and \( V \) removed instead of, for example, using Givens rotations?

- Could the author clarify the following: In Figure 3 of the paper, only when \( m \) is as high as 18 (more than half of the system dimension) we see a super linear convergence. This suggest that for the Quasi-Newton alternative \( m \) should be fairly big. However, in Figure 4 of the paper we see that the method results in almost super linear convergence with \( m = 10 \) for the 57-bus system. Is there any correlation between system dimension and \( m \)?
Results for the Constant matrix alternative (Figures 1-2 in the paper) indicate that in order to obtain a fairly small residual say one needs about two thirds of the number of buses in the system. For very large systems, that many Arnoldi process and least square solves will undoubtedly slow down the solution process. Will the suggested approach be competitive to direct methods or to the recently suggested CG solver in reference [7]?

Fig. 3: Constant Matrix approach for 118 bus system.

Fig. 4: Quasi-Newton approach for 118 bus system.

One disturbing observation is that our (admittedly rushed) implementation of the suggested algorithm did not converge to tolerances less than $10^{-6}$ for both of the approaches. The implementation of Arnoldi process to solve a set of linear equations (corresponding to solving for $\Delta x$ in the paper) is tested using a DC load flow matrix $B$ for the IEEE 118 bus test system with a random right hand side vector. The matrix $B$ has the eigenspectrum depicted in Figure 2. It is symmetric and positive definite. The method converges monotonically. Furthermore, it takes fewer with larger $m$, as expected. When the residual is computed from equation (2) of the paper, i.e. $r_k = f(x_k)$, the method does not converge monotonically when using the constant matrix approach with small $m$ (as shown in Figure 3). It does converge monotonically, however, for any choice of $m$ for the quasi-newton approach (as shown in Figure 4). Both Figures 3 & 4 are obtained by the application of the KSPF method to the IEEE 118 bus test system with 54 generators.
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Adam Semlyen: I wish to thank the discussers for their valuable comments to the paper and for their very useful contributions to the Krylov Subspace Power Flow (KSPF) solution. The additional references they have provided indicate that their interest in the use of indirect methods dates back several years and reference [D1] seems to be the first in relation to power flow methods.

In response to the problems raised, I would like to give next some insight into the geometry of the Krylov subspace methodology used in the paper.

When we solve the linear system $Ax = b$, we note that, in general, the columns of the matrix $A$ span the whole vector-space of $b$ (of dimension $n$). Thus these columns can be viewed as a basis of coordinates, so that $x$ gives the coordinates of $b$ with respect to this basis. This decomposition is complete. On the other hand, in the Krylov subspace methodology, in (9) we have a matrix $K' = AK$ of lower rank $m (< n)$, so that its $m$ columns can provide only an incomplete basis for the $n$-dimensional space of the specified vector. Therefore in (9), i.e., in $K'y = r_k$, the right hand side vector $r_k$ cannot be fully represented by the $m$ components available at the left hand side of the equation. What is special about the Krylov subspace is (the heuristically justified expectation) that even this relatively...
low order decomposition may, if it is optimal (i.e., a least squares solution for $y$), closely approximate the given vector $r_k$. (Surely, the validity of this expectation will depend on the particular problem being considered.) However, $K'$ will in general not be as good as the original matrix $A$, certainly not if $A$ is the Jacobian matrix. Still, if $A$ is only an approximation of the Jacobian (as in the constant-matrix KSPF), $K'$ may be almost equivalent to $A$. Figure 1 of the discussion illustrates the fact that the larger $m$ the better $K'$ approximates the original system matrix.

I strongly agree with all three findings listed by the discussers and wish to give the following clarifications to their questions.

1. Ideally $m \ll n$, and further research, perhaps exploiting the possibility of efficient preconditioning, should ensure that this is the case. While $m$ is expected to increase with $n$, this increase should be much below linear. This is demonstrated by the tremendous success of GMRES in other fields of application. Then, a direct method (as for instance the one described in Section 2.2 of the paper) is likely to be more efficient for the lower order problem of (9) or (11) than an indirect method.

2. The initial guess $x_0$ is as crucial in KSPF as in the direct Newton’s method because, as discussed above, the Jacobian is degraded by using a Krylov subspace (even though its effect in matrix-vector multiplications is obtained accurately).

3. The approximate solution of (19) (as an algebraic equation, the so-called simplified approach of the paper) is equivalent to a weighted least squares solution with vanishing weighting of the last equation. It is computationally simpler and, in the experience reflected in Figures 1 and 2 of the paper, it is also slightly more efficient (for no clear reason) than the regular least squares solution.

1. The fact that superlinear convergence requires a larger value for $m$ seems to be related to the approximation $K' \rightarrow J$ improving with $m$. The correlation between the required $m$ and system size $n$ is apparently system dependent and its details are not yet clear.

2. The competitiveness of KSPF with existing direct methods is not yet assured and will depend on further attention paid to this topic of research. It is however a very encouraging fact that in other fields of science and engineering, indirect solution methods are the only practical approach for truly large systems.

3. Figures 3 and 4 of the discussion suggest that the tolerances could not be reduced below $10^{-6}$ because of the finite precision arithmetic (round-off errors). The machine-epsilon in MATLAB is $2.22 \times 10^{-16}$ and thus a similar lower limit of $10^{-16}$ exists also for the curves in all figures in the paper.

4. I am very pleased to see that the discussers have obtained essentially similar results to mine on the 118 bus IEEE test system. It is my belief that we shall see significant progress in this field in the near future.

Some references to the underlying topic of iterative solution of nonlinear systems of equations are listed below.
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