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INTRODUCTION

METHODOLOGIES

Fig 1. Raw mouse movement maps from three users’ gaming sessions

• Static authentication methods, like passwords and PINs, authenticate a user once and only
once. Continually authenticating a user even after initial access can drastically increase
account security against imposters.

• Unique behaviors, such as mouse movements, are distinct and varied enough between
humans to be irreproducible. This makes them a viable biometric to utilize for user
authentication.

• Machine and deep learning have exploded in popularity due to their superior ability to
process large amounts of data. We train and evaluate three machine learning and three deep
learning algorithms on our own novel mouse dynamics dataset.

DEEP LEARNING

Our novel dataset contains mouse movement data from 40 users as they played the video game
Minecraft (Fig. 1) for 20 minutes.

MACHINE LEARNING

• A Random Forest (RF), K-Nearest Neighbor (KNN), and a Support Vector Machine (SVM) were
the three machine learning models tested.

• Raw mouse movement data is not sufficiently granular for machine learning algorithms to
accurately perform on. Thus, raw mouse data is combined into groups of 10 , and additional
features and summary statistics are extracted from these groups.

• A 1-Dimensional Convolutional Neural Network (1D-CNN), Long Short-Term Memory
Recurrent Neural Network (LSTM-RNN), and an Artificial Neural Network (ANN) were the
three deep learning models tested.

• No preprocessing was required for the deep learning algorithms. Thus, the raw mouse
movement data of each group of 10 (Fig. 3) was sufficient as input for the model.

RESULTS
For brevity, results of the top-10 users are reported. Evaluation metrics consisted of Accuracy
(ACC), False Positive Rate (FPR), and F1-Scores. Results of the best deep learning and machine
learning algorithm are shown in Table 1 & 2 the ROC Curve for the machine learning algorithm is
shown in Figure 5.

FUTURE WORK
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Limitations are important to address, especially in a relatively niche area like mouse dynamics,
to encourage continued research and developments. Future work could include evaluating
larger deep learning models, creating larger group sizes during the preprocessing phase, and/or
improved hyperparameter tuning.
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Table 1. Results from the Random Forest.

Table 2. Results from the 1D-CNN.
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