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Abstract

Stratocumulus (StCu) clouds cover a majority of the Earth’s subtropical oceanic basins, and play an important role in the global energy balance. Cloud and precipitation processes in StCu are complex, and aerosol effects add further complexity to the cloud-precipitation-climate paradigm, where these interactions are among the most widely uncertain processes in present-day climate models.

The NASA ObseRvations of Aerosols above CLouds and their intErctionS (ORACLES) field campaign between 2016-18 observed cloud-aerosol-precipitation interactions over the Southeast Atlantic Ocean. One of the 20+ instruments deployed during ORACLES was the Airborne Precipitation Radar – 3rd Generation (APR-3). The APR-3 collected over 18 million profiles during the three deployments. A precipitation retrieval algorithm (called 2C-RAIN) was adapted from the CloudSat 2C-RAIN-PROFILE precipitation retrieval algorithm to meet ORACLES science objectives. The majority of 2C-RAIN precipitation rates were under 0.01 mm/hr (0.25 mm/day). The sampling environments were considerably different in 2016 compared to 2017 and 2018, necessitating further investigation accounting for environmental controls.

Cloud water path (CWP) retrievals were added to the 2C-RAIN algorithm. This retrieval expanded the utility of APR-3 measurements by collocating cloud and precipitation properties (namely CWP and RWP) for the investigation of aerosol indirect effects. This work find typical CWP to RWP ratios on the order of 50:1 to 200:1, implying CWP dominates the total liquid water path (LWP) signal. When
partitioning rain rates with CWP and RWP for aerosol contact and non-contact cases, statistically significant differences are found in stable environments for CWP/RWP but not for retrieved rain rates, likely owing to the 100% and larger uncertainties associated with precipitation rate retrievals.

Finally, evaporation processes are investigated between drizzling virga and surface precipitation. Evaporation rates/fluxes and corresponding latent cooling rates, between surface precipitation and virga, are on the order of 2:1 implying that surface precipitation contributes the most latent cooling to the local environment. Evaporating virga, regardless, cannot be ignored when studying latent heating and cooling. The development of the 2C-RAIN database for ORACLES, and analyses presented here, pave the way for additional observation-based studies in an area where satellite measurements have limited viability.
Forward
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Chapter 1: Introduction

Stratocumulus clouds (StCu hereafter) are one of the most common cloud types found on Earth, covering approximately 20% of the Earth's surface [Warren et al., 2007; Wood 2012] albeit primarily over the world's eastern subtropical oceanic basins [Wood and Hartmann, 2006]. StCu cloud coverage remains a heavily researched topic due to their observational limitations and difficulty to represent in process-level, weather and climate models [e.g. Stevens and Feingold, 2009; Wood 2012; Witte et al., 2017, Witte et al., 2019]. Present day climate models owe much of their lingering uncertainty to cloud-climate feedbacks [Bony and Dufresne, 2005] and especially in situations where atmospheric aerosols further convolute these feedbacks [Zhang et al., 2016]. Precipitation processes add yet another level of complexity to this problem [e.g. Stevens and Feingold, 2009] owing to the fact that precipitation modifies cloud and aerosol properties/distributions within StCu. Aerosol effects on clouds, however, have been theorized to modify precipitation frequency and intensity in StCu [e.g. Albrecht 1989; Wood 2012]. Summarizing these processes should lead one to quickly fathom why cloud-aerosol-precipitation interactions lead to the greatest uncertainties in climate models [IPCC, 2014].

Clouds, aerosols and precipitation synchronously work together to modify the local latent heating (or cooling) of a region. Evaporating drizzle is ubiquitous in every field campaign focusing on shallow marine boundary layer (MBL) clouds [Bretherton et al., 2004; Wood et al., 2011; Zuidema et al., 2016; Redemann et al., in prep]. Latent cooling from evaporating drizzle can modify the turbulence structure
of the MBL, which helps control cloud thickness [Bretherton et al., 2004] and variability in LWP across a stratocumulus deck [Matheou 2018]. Yang et al. (2018) found that the frequency of drizzle in North Atlantic StCu clouds occurred in 83% of profiles, but only 31% of those data contained surface precipitation, implying a potentially large amount of sub-cloud evaporative cooling. The vast expanse of StCu cloud cover in the subtropical ocean basins and the frequency of drizzle in these clouds might suggest a large global evaporative (latent) cooling effect, however, such a metric is difficult to formulate due to the observational difficulties of MBL precipitation structure. Only recently have long term, observational-based estimates of latent heating became possible [Nelson et al., 2016; Nelson and L’Ecuyer, 2018]. Quantifying latent heating in a place such as the SE Atlantic becomes further convoluted due to the difficulty of disentangling aerosol effects.

The recent ObseRvations of Aerosols above CLouds and their intEractionS (ORACLES) field campaign collected an unprecedented dataset of cloud, aerosol, radiation and precipitation properties, which recently enabled new and ongoing process-level studies of cloud-aerosol-precipitation interactions. The focus of this dissertation is twofold: to develop a combined cloud and precipitation retrieval dataset for the study of cloud-aerosol-precipitation interactions, and to use this dataset to estimate the role of evaporation in the SE Atlantic Ocean on the global climate system. This chapter discusses our present-day understanding of StCu cloud and precipitation processes, aerosol effects, environmental and meteorological controls, observational capabilities (with a focus on airborne and spaceborne
remote sensing), cloud and precipitation retrieval algorithms, and finally, a synthesis of this information that guides the studies presented in this dissertation.

1.1: Stratocumulus cloud formation mechanisms

Stratocumulus clouds ubiquitously form in the eastern oceanic basins by a process called mesoscale cellular convection [Wood and Hartmann, 2006; Zhou and Bretherton, 2019]. StCu are typically characterized as “open-cell” or “closed-cell”, each of which are distinct both in the way they appear in satellite imagery as well as the meteorological conditions by which they form. In the eastern oceanic basins, coastal upwelling results in low sea-surface temperatures (SSTs). Low SSTs, coupled with subsidence aloft, creates environmental conditions conducive for shallow marine boundary layers (MBLs) to form. Clouds forming in these shallow MBLs are often closed-cell. Closed-cell StCu, on average, have a convective depth of ~1.3 km which is nearly 1 km less than the typical convective depth of open-cell StCu [Agee and Dowell, 1974]. Warm air advection near the surface is also characteristic for closed-cell StCu. Although near-surface warm air advection would favor thermodynamic instability, very strong thermodynamic inversions aloft generated by subsiding air ultimately inhibit vertical cloud growth. This forces rising air to move horizontally, giving StCu the “sheet-like” structure typically seen in satellite imagery (Fig. 1.1). Klein and Hartmann (1993) found that a 1°C increase in lower tropospheric stability corresponded to a 6% increase in fractional area coverage of StCu. Likewise, increasing SSTs within these environments also lead to increased StCu cloud fraction [Pincus et al., 1997].
**Figure 1.1:** A visible satellite image displaying open-cell (top-left) and closed-cell (bottom-right) stratocumulus clouds from 28 October 2018 over the southeast Atlantic Ocean. This image was downloaded from https://worldview.earthdata.nasa.gov.

StCu tend to remain well organized in shallow MBLs, but as a MBL deepens, StCu gradually transition from closed-cell to open-cell convection. Open-cell StCu, in addition to being convectively deeper than closed-cell StCu, are especially common behind cold-fronts or within cyclonic-rotating synoptic scale weather systems. The deeper MBL and weaker inversions aloft in open-cell StCu result in a scenario where
cloud cover forms at the edges of these convective cells rather than directly overtop of them, giving these StCu a truly "open" character on satellite images. Eventually, these StCu transition entirely into disorganized cellular convection. This mechanism, often referred to as the stratocumulus-to-cumulus (StCu-to-Cu) transition [Sandu and Stevens, 2011; Mohrmann et al., 2019; Sarkar et al., 2020], occurs when StCu transported away from the coasts by trade winds toward the equator into deeper MBLs. Rapidly changing SSTs can also facilitate the StCu-to-Cu transition [Pincus et al., 1997]. The StCu-to-Cu transition is finalized when StCu decouple from the surface, resulting in trade Cu.

Subsidence greatly aids in the maintenance of the Southeast Atlantic StCu deck. Adebiyi and Zuidema (2018) showed that increasing subsidence increases low cloud fraction over this region, whereas subsidence reduces cloud coverage elsewhere (i.e. in regions were cumulus are more likely). This is largely the result of the fact that marine boundary layer (MBL) clouds simply do not protrude into the free troposphere. Southeast Atlantic StCu are affected by another co-occurring process: the entrainment of free tropospheric air into the MBL. Entraining dry free-tropospheric air into the MBL initially dries the cloud from the bottom of the cloud upwards, although cloud base heights change little [Deardorff 1980] presumably due to the fact that dry air can help first evaporate smaller drops, which are typical near the cloud top. A stronger inversion above a stratocumulus cloud layer would help extend their lifetime by inhibiting the entrainment of dry air, since buoyant air parcels cannot deeply penetrate into the free troposphere. Having a strong understanding of environmental processes and their effect on StCu is becoming
increasingly important, since the characteristic mesoscale structure of StCu is likely
to change as Earth’s climate changes [Bony et al., 2020]. Subsidence and
entrainment also play a critical role in supplying aerosols into the MBL; these
processes will be described in greater detail later in this chapter.

1.2: Precipitation Processes in Stratocumulus Clouds

Precipitation processes within stratocumulus clouds play an important role
in an StCu cloud’s lifetime. Available liquid water path (LWP), or the vertically
integrated liquid water content (LWC) in a cloud, is first sequestered onto
hygroscopic cloud condensation nuclei (CCN) forming cloud droplets. For droplet
sizes less than ~40 µm, further droplet growth via diffusion (i.e. condensational
growth) of water vapor occurs. From this point, the primary drop growth mode
switches from water vapor diffusion to collision-coalescence. Many studies have
pointed to ~40 µm as a critical value at which collision-coalescence (or
autoconversion) can more efficiently grow cloud droplets into drizzle droplets
[Wood 2012; Glienke et al., 2017]. Autoconversion increases with increasing cloud
LWP [Feingold et al., 1996b].

Understanding the global distribution of precipitation, including frequency
and magnitude in the horizontal and vertical, is necessary to understand the global
energy budget. Convective and stratiform rain (for example) develop from different
meteorological and environmental drivers, contain varying drop size distributions,
distribute incoming shortwave radiation differently, and contain differing latent
heating structures [e.g. Schumacher and Houze, 2003; Nelson et al., 2016; Nuijens et al., 2017; Nelson and L’Ecuyer, 2018].

The representation of droplet growth and drizzle processes in global climate models has proven challenging. Several studies have found that warm clouds precipitate too frequently and too often [Stephens et al., 2010; Trenberth 2011; Kay et al., 2018]. It has been suggested that this could be due to a misrepresentation of precipitation efficiency for a given liquid water path [Jing et al., 2017]. Precipitating StCu clouds could also act as a pathway toward cleansing the PBL of aerosol and, if the StCu deck is primarily open-cell (i.e. forming in less-stable environments) as opposed to closed-cell (i.e. typically forming in regions of strong subsidence), these precipitating cells could suppress new cloud formation later in the diurnal cycle due to significant aerosol depletion [Wang et al., 2010]. It is clear that precipitation processes play a critical role in StCu cloud morphology and lifetime, yet de-convolving these processes from aerosol effects and resultant radiative effects remains open for scientific debate [Stevens and Feingold, 2009]. This enigma manifests itself across nearly every climate model, where the liquid water path (LWP) response to aerosol loading and dynamical regimes varies widely from model-to-model [Zhang et al., 2016].

1.3: Aerosol Influences on StCu Cloud and Precipitation Properties

The interaction between clouds and aerosols remains one of the most poorly constrained processes in climate models [Lohmann and Lesins, 2002; Zuidema et al., 2016]. The aerosol indirect effect, first recognized by Twomey (1977), stipulates
that increasing aerosol concentrations in clouds act as CCN that affect cloud albedo, cloud lifetime, precipitation processes and cloud droplet number concentrations. There are two indirect effects: the cloud albedo effect (or the Twomey Effect), and the cloud lifetime effect. The first indirect effect requires that, for a fixed liquid water path, increasing CCN reduce the size of cloud droplets thereby increasing the cloud’s albedo. For the second indirect effect, increasing the number of small cloud droplets or shifting the cloud drop size distribution toward smaller droplets acts to suppress drizzle, increasing the cloud’s lifetime [Albrecht 1987]. Many studies since the Albrecht (1987) study have presented evidence for aerosol-induced precipitation suppression across many regions of the world [e.g. Saleeby et al., 2010; Douglas and L’Ecuyer, 2019]. Measuring the second indirect effect becomes complicated by the idea that, in environments of lower environmental stability, smaller drops evaporate more quickly thus acting to reduce the cloud’s lifetime [Wood 2007]. Measuring the second indirect effect also becomes further complicated by cloud thickness [Wood 2007].

As mentioned in Section 1.1, subsidence and entrainment represent the two most important dynamical processes by which aerosols reach the MBL. Large (i.e. coarse mode) aerosols generally subside more quickly than small (i.e. fine mode; less than ~0.1 microns in diameter) aerosols. Stronger subsidence will lead to increased aerosol concentrations near the MBL over time. The amount of aerosol in the free troposphere arriving near the MBL becomes moot if no entrainment occurs. For this reason, it is unsurprising that the amount of free tropospheric aerosol poorly correlates with the amount of aerosol in the MBL [Diamond et al., 2018].
Increased entrainment rates, when in contact with an aerosol layer, results in increased aerosol number concentrations in the MBL [Diamond et al., 2018]. The absorption of shortwave radiation creates localized heating, which could reduce cloud LWP (if in cloud) or enhance cloud LWP (if above cloud); this process is known as the aerosol semi-direct effect [Johnson et al., 2004]. Cloud fraction is particularly sensitive to the altitude of the absorbing aerosol, where decreased cloud fraction is observed when the aerosol layer is closer to the MBL [Das et al., 2020]. Quantifying the effects of increased aerosol on cloud albedo and lifetime, despite this knowledge, remains limited even though the majority of evidence suggests this to be true. A study by Small et al. (2009) suggested that, for non-precipitating cumulus cloud, aerosol loading could actually decrease a cloud's lifetime due to an evaporation/entrainment feedback. Different aerosol species could also affect cloud lifetime. For example, sea salt mixed into the lower MBL has been linked to increased precipitation and decreased cloud lifetime whereas pollution aerosol above the MBL could lead to decreased precipitation rates and increased cloud lifetime [L’Ecuyer et al., 2009]. Precipitation processes are perhaps the “key that links” the aforementioned dynamical processes to the amount of aerosol and cloud matter ultimately describing the aerosol indirect effect.

In addition to aerosol effects on StCu adding considerable uncertainty to future climate model projections, StCu sensitivity to changing atmospheric conditions in these same climate model projections may be the primary source of cloud feedback uncertainty [Bony and Dufresne, 2005; Zhang et al., 2016]. This fact alone necessitates controlling for environmental conditions to lend confidence in
any study examining aerosol-cloud-precipitation interactions [Douglas and L’Ecuyer, 2019; Dzambo et al., 2019], or when possible, the co-variability of aerosol and environmental effects on StCu [Mülmenstädt and Feingold, 2018].

1.4: Observations and Retrievals of Cloud and Precipitation Properties

Seemingly countless numbers of instruments and techniques have been developed over the past century to aid our ability to measure and quantify cloud and precipitation processes. Widger and Touart (1957) were among the first to theorize that satellites could leaven the atmospheric sciences to countless significant advances, and suggested that airborne field missions would “simulate” the expected data from a satellite. For a climate scientist or a general forecaster, satellites provide data and information about regions where observations are otherwise sparse or non-existent. Fast forward to the year 2020, scientists across the globe can now study weather and climate processes in Earth’s most remote locations. Our collective knowledge of weather and climate processes across the global subtropical oceans has benefitted tremendously with the advent of satellite measurements, and numerous field campaigns have supplemented our process-level knowledge that guides planning for future satellite missions. The following two subsections narrow this focus down to airborne and spaceborne observations (1.4.1) and cloud/rainfall retrieval techniques and algorithms (1.4.2).

1.4.1: Cloud and Precipitation Observations
Explorer 6, the brainchild of the legendary Dr. Verner Suomi, was the first satellite to collect measurements of Earth’s radiation budget and laid the groundwork for spaceborne remote sensing of Earth’s weather and climate systems [Vaughan and Johnson, 1994]. The Television InfRared Observation Satellite (TIROS-1) collected the first low-earth orbit spaceborne images of Earth’s weather systems (an earlier weather satellite, Vanguard II, was launched on 17 Feb. 1959 but never successfully captured any images). Satellite-based weather and climate developed over the next several decades, gradually resulting in a long-term collection of global cloud properties (e.g. cloud fraction, albedo, and structure). Spaceborne lidars such as CALIPSO and CALIOP offer the ability to detect clouds and aerosols from space. Their high spatial resolution has enabled improved global estimates of cloud fraction and horizontal cloud gaps [Kiemle et al., 2015], helping to bridge observational gaps in cloud coverage where high frequency radar lacks sensitivity to optically thin clouds. However, lidars quickly attenuate in atmospheric layers containing modest liquid water content thus rendering them “blind” through and below clouds. Precipitation measurements, to this point, were nearly impossible to observe with these instruments given their lack of sensitivity [e.g. Stenz et al., 2016]. Any precipitation estimate from passive satellite remote sensing instrumentation often required an inversion technique (i.e. retrieval; see next subsection) with several approximations and still resulted in estimates with very large uncertainties. The largest precipitation uncertainties, unsurprisingly, resulted from scenes containing drizzle or light rain [e.g. Berg et al., 2010].
The TRMM Precipitation Radar (TRMM PR), a dual frequency Ku-band and Ka-band radar, was developed to provide continuous coverage of rainfall in the tropics [Schumacher and Houze, 2003]. The TRMM PR’s sensitivity of 17 dBZ (i.e. rain rates greater than a few mm/hr), however, meant most stratiform precipitation would go undetected. The advent of the CloudSat Cloud Profiling Radar (CPR), a W-band (94 GHz) radar, dramatically improved our ability to simultaneously measure clouds and light precipitation [Tanelli et al., 2008]. Both TRMM PR and CloudSat CPR data contain some uncertainty due to the effects of non-uniform beamfilling: or contamination of a measurement due to multiple targets-of-interest “filling” a scanning volume [Durden et al., 1998]. Non-uniform beamfilling is purely a consequence of the long distance between the satellite and atmosphere, resulting in a large scanning volume (or put another way, the radar “sees” a large horizontal swath). The largest uncertainties from non-uniform beamfilling result from inhomogeneous rainfall, such as scattered trade cumulus or deep tropical convection [Tanelli et al., 2004]. Multiple scattering (MS hereafter) adds additional uncertainty to the observed reflectivity from these spaceborne radars. Deep convection, on top of introducing non-uniform beamfilling uncertainties, almost always results in MS of a radar pulse due to large hydrometeors and high ice water content aloft [Battaglia et al., 2011]. MS can occur to a lesser degree in precipitating trade cumulus.

CloudSat measurements have improved our understanding of StCu clouds and warm rain processes [Lebsock et al, 2008; Haynes et al., 2009; L’Ecuyer et al, 2009; Sorooshian et al, 2009; Lebsock and L’Ecuyer, 2011]. With a sensitivity of
around -29 dBZ, CloudSat can observe cloud and light precipitation events previously missed by lower-frequency precipitation radars. For example, Berg et al. (2010) studied retrieved precipitable water content between the CloudSat CPR and TRMM PR and found that the TRMM PR missed an estimated 10% of all precipitable (rain) water content. This estimate could be higher, since CloudSat’s “blind zone” below ~750 meters and its 240 meter range resolution introduce limitations across the world’s subtropical oceanic basics where StCu clouds can be much thinner than 240 meters in depth and have cloud top altitudes below 1 km. In such regimes, airborne remote sensing and in-situ observations remain essential for process studies and validating satellite climatologies, especially over the remote ocean regions where ground-based validation studies are not possible.

While satellite-based measurements of clouds and precipitation offer the most spatial and temporal coverage, field experiments became increasingly necessary to validate these spaceborne measurements and their resulting retrieval products. Houze et al. (1981) was among the first studies to show that airborne radar could closely match land-based radars at the same frequency. This study, using data from the International Monsoon Experiment (MONEX), found that a land-based and airborne 5 cm radar measurements agreed to within 1-2 dB when simultaneously sampling the same volume. The First ISCCP Regional Experiment (FIRE) campaign was among the earliest to collect observations of both cirrus and marine stratocumulus cloud systems [Cox et al., 1987]. Though no radars were deployed during FIRE, radiometric and lidar datasets were used to characterize and validate cloud properties [Starr 1987] and have been staples to many cloud-focused
field experiments since then. The Dynamics and Chemistry of the Marine Stratocumulus (DYCOMS) experiments (Lenschow et al., 1988; Stevens et al., 2003) brought new insights on marine stratocumulus life cycle in the East Pacific Ocean near California, while also studying how atmospheric ozone interacts with these clouds. The Rain in Shallow Cumulus Over the Ocean (RICO) experiment [Rauber et al., 2007] provided one of the most comprehensive datasets on warm rain processes. The continuous ground and ship-based measurements, combined with measurements from 57 research flights, have aided in the validation of cloud processes and cloud fraction [vanZanten et al., 2011] as well as sensitivity to rain microphysics [Abel and Shipway, 2007] in large eddy model simulations. These early studies provided an important framework for future airborne-based validation studies of cloud and/or aerosol studies.

StCu clouds, particularly those observed in the SE Atlantic, are usually homogeneous but especially challenging to observe for a number of reasons. Modern passive radiometers such as the Moderate Resolution Imaging Spectroradiometer (MODIS) or Geostationary Operational Environmental Satellite (GOES) can accurately measure cloud fraction and other macrophysical properties, yet (again) require numerous assumptions for precipitation rate retrievals that remain biased [Stenz et al., 2016]. Multi-layered clouds, cloud inhomogeneity and overlying aerosol are all obstacles that complicate StCu cloud and precipitation observations. Precipitation rate products utilizing satellite microwave and infrared data have improved [Salio et al., 2015], but the precipitation retrieval quality is regime dependent [e.g. Berg et al., 2006] and these products do not provide the
sensitivity to drizzle and rain required to study precipitation and microphysical processes [e.g. Berg et al., 2010]. This is especially true for precipitation techniques relying on microwave emission (brightness temperature) data because inferred precipitation rates are derived from data sensitive to both cloud and precipitable liquid water [Lebsock et al., 2011], and partitioning the signal from cloud and precipitable water requires an assumption based on (for example) climatological data [Hilburn and Wentz, 2008]. Other techniques bridging passive radiometry with airborne in-situ measurements have to assume spatial homogeneity for any meaningful comparison [e.g. Glienke et al., 2017] and account for variable spatial averaging between in-situ airborne and satellite observations [Sorooshian et al., 2010].

Airborne radar offers a critical bridge toward mitigating uncertainties in our knowledge of precipitation. High frequency W-band (94-95 GHz), Ka-band (34-35 GHz) and Ku-band (~13 GHz) radars have been used extensively to gather high-resolution cloud and precipitation datasets. The next subsection describes retrieval algorithms and processes using airborne (or spaceborne) radar and appropriate ancillary datasets.

1.4.2: Retrieving Cloud and Precipitation Properties

Perhaps the most frustrating aspect of cloud and precipitation retrieval science lies in the fact that many problems are “ill posed”: there are often more unknown quantities than there are measurements, or a set of input measurements does not guarantee a unique solution. Many inversion techniques, or the process of
inferring a desired variable “X” from some observation “Y”, have been developed for
a vast array of applications because such techniques require fully characterized
uncertainties [Rodgers 1976]. Understanding cloud and precipitation knowledge
requires an understanding of, among other quantities, the number of droplets, the
size of those droplets, their terminal fall speeds, and the rate of autoconversion (or
accretion). Many airborne and spaceborne remote-sensing instruments can infer the
liquid water path, cloud top effective radius and cloud optical depth within a
prescribed volume of air from known quantities such as brightness temperature
\( T_b \), reflectance, radar reflectivity, and even two-way path integrated extinction
(attenuation). Retrieving precipitation is much harder, however, given that we can
never truly know the exact distribution and sizes of drops in a volume.

Parameterizing drop size distributions (DSDs) from reflectivity data and estimating
corresponding rain rates from those data remains the primary method for retrieving
a rainfall rate from a reflectivity measurement. A typical DSD used in many
applications is the gamma DSD [e.g. Marshall and Palmer, 1948; Abel and Boutle,
2012] and is written as:

\[
N(D) = N_0 D^\mu \exp(-\lambda D) \quad (1.1)
\]

In equation (1), \( N_0 \), \( \mu \) and \( \lambda \) are the intercept parameter, shape factor and
slope factor respectively. If the shape factor of 0 is assumed, the gamma distribution
reduces to an exponential size distribution such as the Marshall-Palmer DSD:

\[
N(D) = N_0 \exp(-\lambda D) \quad (1.2)
\]

For given terminal fall speeds \( V(D) \) of given drop sizes [e.g. Gunn and Kinzler,
1949; Beard 1976], the rainfall rate can be computed as:
\[ R = \frac{\pi}{6} \rho_t \int_0^\infty D^3 N(D) V(D) \, dD \quad (1.3) \]

The ill posed nature of the retrieval problem becomes immediately apparent when one realizes either two or three unknown quantities rest in the rainfall rate equation via equations 1.1 and 1.2.

Z-R relationships (i.e. reflectivity to rain rate) represent simplest methods equating a radar reflectivity to a given rainfall rate. Many relationships take the form:

\[ Z = aR^b \quad (1.4) \]

The constants a and b in (4) are fit parameters, akin to Marshall and Palmer (1948) and many others. Such relationships are very computationally inexpensive thus offering a quick method for estimating rainfall from a given radar reflectivity, which is often estimated as:

\[ Z = \int_0^\infty D^6 N(D) \, dD \quad (1.5) \]

Where \( D \) is the diameter (typically in millimeters or mm) and \( N(D) \) is the number of drops at a given range of diameters denoted by \( dD \). For most weather radars (X band through L band), reflectivity estimated using (4) is acceptable given that the Rayleigh assumption holds for large raindrops (i.e. greater than 2-3 mm). This assumption breaks down for most spaceborne radars, which operate at Ku-band (~13-14 GHz), Ka-band (35 GHz) and W-band (94-95 GHz), due to the ratio of the radar pulse’s frequency to the size of the target hydrometeors. L’Ecuyer and Stephens (2002) demonstrated that the Raleigh assumption only held for Ku-band radar if the rain rates throughout the radar profile were under 2.5 mm/hr, meaning
Ka-band and W-band radars must account for Mie scattering effects. To circumvent the issue of Mie scattering effects and the uncertainties introduced by assuming a DSD, a robust radar forward model was introduced in L’Ecuyer and Stephens (2002; equation 5):

\[
Z_{\text{eff}} = \exp \left[ -2 \int_0^r k_{\text{ext}}(s) ds \right] \times \\
\frac{\lambda^4}{4\pi^5 |K|^2} \int Q_{\text{sca}}P(\Theta = 180)\pi D^2 N(D) dD \quad (1.6)
\]

In Eq. 1.6, \( k_{\text{ext}} \) is the extinction or attenuation coefficient, \( K \) is the dielectric constant of water or ice, \( Q_{\text{sca}} \) is the scattering efficiency (i.e. the ratio of a hydrometeor’s scattering cross section to its geometric cross section), and \( P(\Theta = 180) \) is the scattering phase function in the backscatter direction. This modeled reflectivity accounts for both 2-way attenuation effects and the radar backscatter from a target volume. The equations presented in this subsection provide the basis for the radar forward models used throughout the remainder of this work.

Passive radiometer and imager data, in conjunction with radar reflectivity data, can be used as input to accurately retrieve both cloud and precipitation properties. Ramanujam et al. (2012) used TRMM’s Microwave Imager (TMI) and precipitation radar (TRMM PR) data along with a Bayesian retrieval technique that used model generated cloud water content and precipitable (rain) water content to improve the accuracy of retrieved rain rates. The Ramanujam et al. (2012) study also demonstrates how a reasonably accurate a priori constraint (CWC and RWC in their case) can reduce the uncertainty in a final retrieved rain rate product. Another
application of a joint retrieval by Eastman et al. (2019) showed that using CloudSat data as a training dataset increased the accuracy and detection of light precipitation by the Advanced Microwave Radiometer for EOS (AMSR-E).

The concept of using multiple radar frequencies to better estimate rainfall properties has existed for several decades [Weinman et al., 1990], yet studies to this point remain very limited. Weinman et al. (1990) used X- and Ka-band radar reflectivity to derive rainfall rate profiles in maritime clouds. Their study found that rainfall rates retrieved from a separate radiometer plus radar retrieval, using path integrated extinction (attenuation) as an integral constraint, yielded retrieved rainfall rates that agreed to within 25% of those retrieved using the collocated X-band and Ka-band radars. Munchak and Tokay (2008) demonstrated that, by using simulated radar data from two frequencies, the natural variability in DSD slope and shape parameters could be reasonably replicated while also correlating highly with reflectivity. Many of these studies noted the utility of higher frequency (e.g. W-band) radar measurements as a means to better measure light precipitation [e.g. Weinman et al., 1990]. The Advanced Precipitation Radar – 2\textsuperscript{nd} Generation (the precursor to the APR-3 radar) was developed as a means to validate TRMM PR radar measurements [Tanelli et al., 2006]. In addition to providing Ku-band and Ka-band measurements, the surface backscatter (sigma0 or $\sigma_0$) data from those two channels serve as a reference for calibrating W-band $\sigma_0$ [Dzambo et al., 2019].

The primary reference for this work follows Lebsock and L’Ecuyer (2011; LL11 hereafter), which implemented the optimal estimation retrieval algorithm from L’Ecuyer and Stephens (2002) for CloudSat’s W-band radar but included both a
path integrated attenuation (PIA) and cloud optical depth (COD) integral constraint. The LL11 approach will be expanded upon more thoroughly in Chapters 3 and 4.

1.5: The ORACLES Field Campaign

All results and conclusions in this dissertation are primarily culled from data collected during the ObseRvations of Aerosols above CLouds and their intEractionS (ORACLES) campaign [Redemann et al., in prep]. The ORACLES campaign, a three-year field campaign over the Southeast Atlantic Ocean, collected a “first-of-its-kind” dataset specifically for the study of cloud-aerosol-precipitation interactions. A related experiment, the Southern Africa Regional Science Initiative (SAFARI) 2000 experiment, collected in-situ cloud and biomass burning aerosol measurements [Haywood et al., 2003] but lacked the remote sensing capabilities of ORACLES. The ORACLES campaign was based out of Walvis Bay, Namibia (22.9584°S, 14.5058°E) in 2016 and out of São Tomé, São Tomé and Principe (0.1864°N, 6.6131°E) in 2017 and 2018. For 2016 and 2017, select research flights transited to and from Ascension Island (7.9467°S, 14.3559°W). Flying to/from Ascension Island allowed for longitudinal variations in cloud and aerosol properties to be studied, otherwise, acquiring measurements in the westernmost regions of the StCu deck and biomass burning layer would have been logistically challenging. Observations collected in the westernmost regions, especially around Ascension Island, sometimes contained ultra-clean layer akin to those observed during CSET [Pennypacker et al., 2019]. Figure 1.2 highlights these locations along with the experiment area.
Figure 1.2: The ORACLES experiment region (enclosed in a dashed black box) for the 2016-18 campaigns, with São Tomé (STP), Walvis Bay (WVB) and Ascension Island (ASI) marked as green stars.

1.6: Hypotheses

While macrophysical and microphysical processes controlling StCu formation and lifetime are reasonably well understood, accurately capturing these processes in climate models remains a critical challenge. Assessing the magnitude of changes to precipitation frequency and rate from aerosol effects, and their subsequent influences on the local energy budget, have become possible with the ORACLES field campaign. The remainder of this dissertation will focus on three related subject areas, each of which are guided by the following science questions:
1. (SQ1) What are the retrieved precipitation rates from airborne radar, and how do environmental controls explain variations in these precipitation rates?

2. (SQ2) Using multiple airborne remote sensing datasets, is the presence of aerosol-induced precipitation suppression observed during ORACLES?

3. (SQ3) What are the relative roles of virga and surface precipitation on the local energy budget?

To answer the above science questions, three hypotheses are tested using available ORACLES data. Each hypothesis bears in mind the numerous studies dissecting the cloud-aerosol-precipitation interplay and the role of precipitation processes in driving local latent heating budgets. The hypotheses are as follows:

1. The majority of retrieved precipitation rates from clouds observed during ORACLES will be less than 2 mm/day (~0.1 mm/hr) reflecting expected drizzling stratocumulus clouds, and with variability due to varying environmental conditions.

2. The presence of fine-mode aerosols produces a statistically-significant reduction in precipitation frequency and magnitude, given the large number of radar observations available in regions of the SE Atlantic Ocean that exhibit consistent (or relatively stagnant) environmental and meteorological conditions.

3. Latent cooling from evaporating virga is greater than the latent cooling from evaporation by surface precipitation, given that virga occurs more frequently in these clouds.
Chapter 2: Datasets

Unless otherwise stated, all datasets used for this research were collected during the ORACLES field campaign. Over 20 instruments flew aboard the NASA P-3 (2016-18) and ER-2 aircraft (2016 only). Three of these instruments provide the necessary data to address all hypotheses. The ORACLES campaign took place entirely during daylight conditions, therefore no results presented throughout this work account for diurnal variability though the effects of diurnal variability on any results will be noted and addressed in future works. The remaining subsections in this chapter highlight all datasets used in the remaining chapters.

2.1: The Advanced Precipitation Radar – 3rd Generation (APR-3)

The Advanced Precipitation Radar – 3rd Generation (APR-3) provides the main dataset used throughout this dissertation. The APR-3 measured profiles of collocated Ku- (13 GHz), Ka- (35 GHz) and W- (95 GHz) band reflectivity and Doppler velocity, revealing cloud vertical structure and in-cloud precipitation processes in unprecedented detail. Given the radar’s narrow beamwidth of 0.9 degrees and the aircraft’s maximum altitude of ~7 km, the effects of non-uniform beamfilling and multiple scattering are minimal. Over the course of the three ORACLES campaigns, the APR-3 collected over 18 million reflectivity profiles with vertical resolutions ranging from 35 meters to 8.6 meters. Surface noise or “ground clutter” is limited to about 200 meters (sometimes less) in the W-band observations,
enabling the study of near-surface precipitation (more information is provided in sections 3.2 and 3.3).

The ORACLES experiment is the second field campaign to offer triple-frequency, simultaneously collocated radar data from the APR-3. The APR-3 was first deployed in the Olympic Mountains Field Experiment (OLYMPEX) in 2015 to study cold-cloud precipitation processes [Houze et al., 2017]. Recent studies from the OLYMPEX campaign have demonstrated the utility of multiple radar channels in retrieving snowfall properties [Leinonen et al., 2018] that compare well with derived in-situ quantities [Chase et al., 2018]. The APR-3 was also deployed for the recent NASA CAMP2Ex field campaign (summer 2019), which aimed to study aerosol effects on deep tropical convection. For ORACLES, the W-band reflectivity channel is used exclusively because minimal data from the Ka-band and Ku-band frequencies exist in the main StCu deck, although trade cumulus near the equator and in the StCu-to-Cu transition zones supply data to develop and investigate multi-frequency warm rain retrievals.

During ORACLES 2016, over 3 million reflectivity profiles at each frequency were collected primarily in very stable, non- or lightly-precipitating regions off the coast of Namibia while close to 7 million profiles were collected in 2017 in less stable, more inhomogeneous clouds with both convective and stratiform warm rain south of Saõ Tomé. In 2018, nearly 8 million reflectivity profiles were collected. The 2018 dataset was not yet available for the study containing Chapter 3 (Chapters 4 and 5 contain 2018 APR-3 data). Comparisons of APR-3 data (and any retrieved quantity from the APR-3 data) to in-situ measurements are presently an active
research topic by other investigators affiliated with ORACLES, and will be the topic of future collaborative research efforts.

Data from the APR-3 are used in all remaining chapters. Tables of variables used, including retrieved quantities, are part of the Methods section of each science chapter.

2.2: The Research Scanning Polarimeter (RSP)

The Research Scanning Polarimeter (RSP), also flying aboard the NASA P-3 aircraft during ORACLES, is an airborne version of the Earth Observing Scanning Polarimeter (EOSP) [Travis 1993; Cairns et al., 2003]. The RSP provides complimentary cloud optical depth (COD) and effective radius ($r_e$) data via multi-angle, high precision polarization measurements from clouds [Chowdhary et al., 2001]. Both COD and $r_e$ are retrieved using either the shortwave infrared channels [Elia et al., 2004] or polarization measurements from multiple scanning and viewing angles [Nakajima and King, 1990]. For this work, the multi-angle polarimetry retrieval is advantageous over the shortwave infrared channels because multi-angle polarimetry measurements are more robust for broken cloud and precipitating thin cloud [Bastiaan van Diedenhoven, personal communication].

A summary of the multi-angle polarimetry retrieval is presented here for completeness. Cloud droplet size retrievals from the RSP use polarized reflectances from 135 to 165 degrees (known as the cloud-bow or rain-bow). The single scattering properties of cloud (or rain) droplets directly determines the shape of the cloud- (or rain-) bow, which enables both a simplified retrieval of cloud properties
and mitigates uncertainties from aerosol loading or undetectable thin clouds
[Alexandrov et al., 2012].

For the ORACLES experiment, RSP measurements offer the most reliable data
to constrain retrieved cloud water path for a few reasons:

1. Bias in cloud optical depth estimates from aerosols is small, given that most
   optical depths observed are generally small [Brian Cairns, personal
   communication].

2. The AMPR instrument would have provided the most ideal integral
   constraint: a precipitable water path (PWP) constraint. This data was only
   available in 2016, nor was a PWP constraint available at the time of this
   writing.

3. COD and r_e estimates from SSFR instrument have large uncertainties from
   high-altitude legs due to the fact the instrument averages measurements
   over a large footprint. SSFR retrieval biases are presently being investigated
   [Sebastian Schmidt, personal communication].

For this study, COD and r_e data (0.865 um channel) are employed. Their use,
including the uncertainty associated with each instrument, is more rigorously
described in Chapter 4. Finally, the RSP team offered a few notes of caution
regarding interpretation of the optical depth and effective radius data.

1. Optical depth retrievals for very bright clouds have low accuracy because
   reflectance is almost saturated at its semi-infinite value [Brian Cairns,
   personal communication].
2. Regardless, optical depth spikes are indicative of an extremely optically thick clouds and a very bright reflectance. Bright reflectances reduce the accuracy of estimated LWP because they exceed the limits of the look-up table. In general, values greater than 150 g m\(^{-2}\) should be interpreted with caution.

3. A calibration issue may have affected some data from 2018, and potential biases between 2017 and 2018 are presently under investigation [Bastiaan van Diedenhoven, personal communication].

2.3: The High Spectral Resolution Lidar – 2\(^{nd}\) Generation (HSRL-2)

High-resolution data of aerosol layers were detected and characterized by the High Spectral Resolution Lidar [HSRL-2, Hair et al., 2008]. The airborne-based HSRL-2 can easily detect the bottom of aerosol layers, representing a critical advantage over satellite lidars such as CALIPSO [Zuidema et al., 2016]. The HSRL-2 independently retrieves aerosol backscatter and extinction coefficients, meaning a comparison between extensive properties (e.g. aerosol backscatter coefficient and aerosol optical depth) can be done without a host of other assumptions [Burton et al., 2012; Burton et al., 2018]. The HSRL-2 also compliments the APR-3 by providing an independent measure of cloud top height, although the HSRL-2 quickly attenuates in atmospheric layers containing high liquid (or ice) water content or mid to high altitude cloud cover.

An example of a radar-lidar “curtain” is shown in Fig. 2.1. On 27 Sept. 2018, drizzling stratocumulus were frequently observed especially on the outbound flight leg. Aerosol clearly contacts the top of the MBL for the entire flight. The clouds
detected on the outbound flight leg were not present at the time of the return flight leg, meaning these clouds either advected away from this flight track or dissipated. This is visible in the lidar curtain as a ~3° latitudinal swath of lidar profiles to the surface, meaning no clouds or high LWC are present.
Figure 2.1: A merged radar-lidar curtain from the 27 Sep. 2018 ORACLES research flight. The top panel shows a 3D representation of the outbound (left) and return (right, offset by 12 degrees latitude for plotting purposes) flight leg curtains. The bottom panel shows the full 2D curtain for the entire flight.

In addition to elucidating when aerosols are in contact with underlying StCu, the HSRL-2 can also determine aerosol type (e.g. dust vs. smoke) and character (i.e. fine mode vs. coarse mode). This is especially important given that increasing fine mode aerosol concentrations lead to increasing cloud coverage regardless of meteorological or environmental controls [Adebiyi and Zuidema, 2018]. The aerosol classification scheme is based entirely on intensive measurements (i.e. depolarization, extinction-to-backscatter ratio, backscatter color ratio, and ratio of aerosol depolarization ratios), meaning a classification can be made independently of the aerosol type or amount (the use of specific variables and datasets are covered more thoroughly in Chapter 4). The primary aerosols characterizing the biomass burning layer observed during ORACLES, following the Burton et al. (2012) algorithm, was either fresh smoke, smoke, or dusty mix. In the absence of attenuation, the HSRL also frequently revealed marine boundary layer (e.g. sea salt) and polluted marine (e.g. mix of smoke and sea salt) aerosols.

2.4: Data Availability and Sampling Considerations

While the quantity of data available from ORACLES is vast, the amount of data available from successive campaigns varies quite a bit. The logistical challenge of stationing the experiment in Namibia in 2016 was especially complicated, coupled with the fact that a handful of instruments (namely a second RSP as well as
the HSRL-2) flew on the NASA ER-2 aircraft. The ER-2 did not partake in ORACLES 2017 or 2018, and given the challenges arising from “quasi”-collocating APR-3 and ER-2 based measurements, no ER-2 based data are used anywhere throughout this dissertation. The 2017 experiment, the first ORACLES campaign stationed in São Tomé, was initially mired by aircraft mechanical issues and rendered RF01 void of data. Aside from an aborted flight on 19 Aug. 2017 and 30-31 Aug. 2017 where HSRL-2 were unavailable, data collection for the 2017 campaign was successful. Finally, with an upgraded APR-3 computer system and no aircraft mechanical issues, no data collection issues occurred from any of the APR-3, RSP and HSRL-2 during the 2018 campaign. Table 2.1 highlights the availability of data for each flight.
Table 2.1: Description of data availability for the ORACLES 2016-18 field campaigns. The 27 Sep. 2016 flight was classified a “transit flight” but is included in this analysis because the transit flight took place entirely in the experiment area between Walvis Bay, Namibia and Ascension Island and is denoted by a single asterisk (*). For the 2016 experiment, (**) denotes where instrument data is available, but only from the NASA ER-2 aircraft. No ER-2 data is used.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>08-30-16</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>09-02-16</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>09-04-16</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>09-06-16</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>09-08-16</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>09-10-16</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>09-12-16</td>
<td>Y</td>
<td>Y**</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>09-14-16</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>09-16-16</td>
<td>Y</td>
<td>Y**</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>09-18-16</td>
<td>Y</td>
<td>Y**</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>09-20-16</td>
<td>Y</td>
<td>Y**</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>09-22-16</td>
<td>Y</td>
<td>Y**</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>09-24-16</td>
<td>Y</td>
<td>Y**</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>09-26-16</td>
<td>Y</td>
<td>Y**</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
</tbody>
</table>

A key consideration for all results presented in this dissertation lies in the sampling of the StCu deck. For most research flights, the NASA P-3 aircraft flew “routine” flight tracks along straight lines, which never guaranteed that every StCu cloud sample would span its true diameter. The StCu cloud deck across the SE Atlantic Ocean (for every flight) was generally homogeneous, thus any transect of a cloud could be characterized by some probability function if the areal shapes of all StCu clouds are circular. Figure 2.2 shows the cumulative probability of the normalized distance sampled for one million arbitrary, circular clouds. Over 50% of all transects sample 70% or more of a cloud’s true diameter and 25% of all transects
sample 85% of the same diameter. The probability that the aircraft sampled the outer edge of a stratocumulus cloud happened frequently, and any result implies this caveat. The major implication of this concept follows that, if the full diameter is not fully sampled, the centers of any cloud (where brightness/reflectance or droplet growth might be maximized) or rain shaft (where precipitation rates are most likely maximized) are most likely under-sampled. Regardless, the majority of all transects are likely to sample at least 70% of any cloud's true diameter.

Figure 2.2: The probability of true cloud diameters likely sampled by the NASA P-3 aircraft during ORACLES. Data presented in this figure assume that all “clouds” cover a circular area, where the distance between two points on a circle are calculated using a randomly selected angle. This figure shows the result for one million simulated transects across a cloud’s true diameter.
Given that this dissertation focuses primarily on StCu precipitation processes, a brief summary of campaign precipitation is shown in Fig. 2.3. One of the key ORACLES science objectives was to observe cloud-aerosol-precipitation interactions over a full biomass burning seasonal cycle. ORACLES 2016 (Sep., or mid-season), 2017 (Aug., or early-season) and 2018 (Oct., or late-season) accomplished exactly that. The frequency of light precipitation was highest during the 2016 season, with higher frequencies of moderate and heavy precipitation occurring in 2017 and especially 2018. Statistics in Fig. 2.3 do not exclude the frequent trade cumulus observed during the 2017 and 2018 campaigns, though the fraction of data relative to the observed StCu deck is relatively small. It is worth mentioning again that the 2016 campaign was stationed in Namibia, thus most flights were devoid of any trade cumulus or any cloud undergoing the StCu-to-Cu transition. Chapter 3 delves into the precipitation statistics more thoroughly, while Chapter 4 expands upon cloud properties and uncertainties arising from these statistics. Finally, Chapter 5 contains an assessment of evaporation processes in the SE Atlantic Ocean.
Figure 2.3: Rain probability estimates for all ORACLES research flights. The rain possible (light green), rain probable (medium green) and rain certain (dark green) assume a maximum column radar reflectivity greater than -15 dBZ, -7.5 dBZ and 0.0 dBZ respectively. These classifications follow the same classification scheme as CloudSat (Haynes et al., 2009) and generated using the 2C-RAIN algorithm generated in Dzambo et al. (2019), both of which are described in Chapter 3. Adapted from Redemann et al., in prep.
Chapter 3: The observed structure and precipitation characteristics of southeast Atlantic stratocumulus from airborne radar during ORACLES 2016-17

The following chapter was published in the *Journal of Applied Meteorology and Climatology* on 7 October 2019, titled “The Observed Structure and Precipitation Characteristics of Southeast Atlantic Stratocumulus from Airborne Radar during ORACLES 2016-17.” This paper is adapted here to fit this dissertation and acknowledges the copyright owned by the American Meteorological Society.

3.1: Introduction

Stratocumulus clouds are the dominant cloud cover type over the world’s oceans [Warren et al., 2007] and have a pronounced influence on Earth’s energy balance [e.g. Wood 2012]. Stratocumulus cloud properties, formation, and maintenance depend on a number of complex processes including entrainment between the planetary boundary layer (PBL) and free atmosphere [Gerber 1996], cloud condensation nuclei (CCN) concentration [Zhang et al., 2004], regional large-scale dynamics [Wood et al., 2002], and warm cloud microphysical processes such as condensation and collision-coalescence [Bennartz 2007]. Precipitation processes affect StCu lifetime in a number of ways such as, for example, modulating number concentration [Mohrmann et al., 2018] and scavenging cloud condensation nuclei (CCN) from the PBL [Albrecht, 1989; Wood 2006]. If a CCN can be activated and grow via coalescence to a sufficiently large size, drizzle can “wash out” aerosol
particulates and other CCN from the PBL toward the ocean surface [Wood 2006] or, if the drizzle drop evaporates before reaching the ocean surface, the number of available CCN is still depleted from the cloud layer but redistributed through the PBL [Diamond et al., 2018]. Precipitation processes are further complicated by environmental processes in which StCu reside and depend on local stability, relative humidity, liquid water path (LWP) and boundary layer decoupling [Wood 2012; Wood et al., 2018]. Unsurprisingly, the diurnal variability of these processes and environmental variables adds yet another layer of complexity toward understanding precipitation processes in StCu clouds [Wood et al., 2002].

Ideally, studies focused on cloud-aerosol-precipitation processes would take place in the northeast Pacific Ocean, southeast Pacific Ocean, and southeast Atlantic Ocean, where stratocumulus clouds are commonly observed. In the SE Atlantic Ocean, the presence of a southern-hemisphere wintertime biomass-burning (BB) layer over this region’s StCu deck complicates cloud evolution and associated precipitation processes. Uncertainties in aerosol properties [Meyer et al., 2015; Peers et al., 2016; Sayer et al., 2016], radiative effects [Matus et al., 2015] and cloud morphology responses to these aerosols [Yamaguchi et al., 2015] have made the SE Atlantic Ocean among the most challenging regions of the globe to model [Zuidema et al., 2016].

A number of recent field campaigns have specifically targeted subtropical clouds and their precipitation processes. In 2008, results utilizing data from the VAMOS Ocean-Cloud-Atmosphere-Land (VOCALS) improved our understanding of the land-ocean-atmosphere system [Wood et al., 2011]. Data from VOCALS, at that
time, was among the most robust to use for studying how cloud and precipitation processes in affect regional climate in the southeast Pacific. The Atlantic Stratocumulus experiment [ASTEX; Albrecht et al., 1995] and the Clouds, Aerosol, and Precipitation in the Marine Boundary Layer [CAP-MBL; Wood et al., 2015] focused on StCu in the northeast Atlantic. Recently, the Cloud System Evolution in the Trades (CSET) experiment utilized the HIAPER Cloud Radar and High Spectral Resolution Lidar, complimented with a variety of in-situ measurements, to study clouds in ultra-clean boundary layers over the northeast Pacific Ocean [Albrecht et al., 2018]. Until recently, however, all such experiments have sampled clouds in the northeast Pacific, southeast Pacific, west Pacific, and northeast Atlantic. In these regions, StCu cloud decks are not influenced by a seasonal biomass-burning layer such as the one in the southeast Atlantic.

The ObseRvations of Aerosols above CLouds and their intEractionS (ORACLES) campaign, taking place over the southeast Atlantic Ocean from 2016-2018, has provided new and unique observations for assessing cloud and aerosol interactions. Over the course of the first two years of the experiment, 18 different instruments have flown on the NASA ER-2 and P-3 aircrafts documenting aerosols, clouds, and precipitation and their interactions. The observational domain was extensive: measurements were collected from São Tomé (~0.2°N) to approximately 25°S and from Ascension Island to the Western African coast.

We utilize the APR-3 radar data (with emphasis on the W-band) and an adapted optimal estimation technique to estimate precipitation probability and rate, cloud fraction, and cloud top height of StCu over the SE Atlantic Ocean during both
the ORACLES 2016 and 2017 deployments. This work utilizes this new APR-3 W-band precipitation dataset to document the characteristics of warm rain in two broad domains over the SE Atlantic observed during ORACLES 2016 and 2017. A preliminary analysis of the observed precipitation characteristics, supplemented with the European Centre for Medium-Range Weather Forecasts (ECMWF) Re-Analysis (ERA) Interim reanalysis dataset (ERA-I hereafter; Dee et al., 2011), emphasizes the strong meteorological controls on cloud cover and warm rain in the SE Atlantic, reinforcing the need to account for such controls when addressing the aerosol-cloud-precipitation interactions objectives targeted by ORACLES.

3.2: The APR-3 dataset

The APR-3 dataset described in Chapter 2 are utilized throughout this study. We emphasize W-band reflectivity measurements for this study due to their high sensitivity and ability to detect very thin StCu clouds (see Fig. 3.1). In this cloud regime, the utility of the Ku-band channel lies primarily in its measurements of ocean backscatter (a standard for radar calibration). The Ka-band channel role is primarily to provide an additional constraint for retrievals of light precipitation, and as transfer of the calibration reference from Ku- to W-band (through the comparison of observed reflectivity in regions where the Rayleigh assumption holds for a pair of radar bands). During high altitude flight legs (typically around 6 to 7 km above ground level), the APR-3 W-band measurements were acquired with a long pulse (1 µs), whereas for flight legs taking place directly above the StCu cloud deck (typically 100 to 300 m above the cloud top), a shorter pulse was sometimes
adopted (typically 500 ns) since the sensitivity is greatly improved by the relatively short range. Furthermore, two products are routinely generated: a low horizontal resolution product (where pulses are integrated for approximately 1 s, resulting in an along track resolution of more than 100 m, depending on the aircraft ground speed) and a high horizontal resolution product (where integration spans only approximately 50 ms and the horizontal resolution is therefore mainly determined by the 0.9° antenna beamwidth, though this comes at the expense of about 10 dB in sensitivity due to the reduction in available independent samples in the process of noise estimation and subtraction). For comparison, the W-band high-resolution short pulses have sensitivity between -26 and -32 dBZ at 1 km away from the radar, while the long pulses have sensitivity between -35 and -38 dBZ at the same distance away from the aircraft. Overall, more than 10 million W-band radar profiles are available for 2016 and 2017, and additional W-band radar observations will be available from ORACLES once the 2018 dataset is processed, quality controlled and distributed.
Figure 3.1: Sensitivity of the Ku-, Ka- and W-band channels as a function of distance from the aircraft for the ORACLES 2016 mission. The radar performance in 2017 was slightly improved due to upgrades in the processing system. Each set of lines represents a sensitivity range, which varied depending on the configuration of each scan.

A triple frequency radar scan from the 04 September 2016 research flight is shown in Fig. 3.2. StCu clouds are evident throughout this scan, and a pronounced shallow convective cell occurred between 21 km and 28 km along this flight leg and is clearly evident in the Ka-band and W-band radar scans. The cloud top height of this convective cell is approximately 1.4 km altitude in the W-band channel and below 1.3 km in the Ka-band channel demonstrating the enhanced sensitivity of the W-band radar to small liquid droplets near cloud top. Fig. 3.2 also illustrates
attenuation in the W-band channel: at 26 km, reflectivities between -2 dBZ and 0 dBZ are between 3 and 6 dBZ in the Ka-band channel (between 0.5 and 1.0 km). The surface backscatter or $\sigma_0$ data (overlaid on the top panel of Fig. 3.2) corroborate this by showing path-integrated attenuation (PIA) of 3-4 dB in this convective cell.

**Figure 3.2:** APR-3 Ku-band (top), Ka-band (middle) and W-band (bottom) reflectivity image from 04 September 2016. This transect began at 12:09:53 UTC and lasted for 9 minutes and 55 seconds. Latitude, longitude and ground distance
traveled are all shown as separate x-axes. The colorbar for reflectivity is tuned to W-band (-40 to 20 dBZ) and is the same for all three radar images. Surface backscatter observed at W-band ($\sigma_0$) is overlaid on the Ku-band image as a green line. The bottom-left histogram represents categories based on the 2C-PRECIP-COLUMN algorithm and shows clear-sky/thin cloud (far left), virga (percent of cloudy profiles with > -15 dBZ NOT reaching the surface; left), rain possible (surface reflectivity between -15 and -7.5 dBZ; middle), rain probable (surface reflectivity between -7.5 and 0 dBZ; right) and rain certain (surface reflectivity greater than 0 dBZ; far right). The bottom-middle histogram shows the percentage of altitudes where cloud base and cloud top altitude occur (for all cloudy profiles in this scene). The bottom-right plot shows the flight track for this particular leg.

Surface clutter and background noise are removed from every W-band radar scene. Surface clutter in the APR-3 W-band dataset is typically present in the lowest six range bins (i.e. ~210 meters above the surface). In order to avoid misinterpreting clutter as clouds or precipitation we mask all radar pixels below 200 m and compute an effective “surface” precipitation rate at this altitude. Background noise is first identified and removed following Marchand (2008), which assigns values based on the likelihood of a radar return being a cloud. We remove background noise (certain cloud is assigned 40, etc.). This procedure eliminates most ground clutter and excludes surface returns, however, an extra step must be taken to eliminate noise that passed this initial screening. We removed remaining background noise by iteratively searching a 7x7 bin square and establishing the number of reflectivity values exceeding the minimum sensitivity at that range (see Fig. 3.1). If at least half of the reflectivity values in the 7x7 search square are valid the data are kept in this scene otherwise the pixel is considered noise and all reflectivities in the box are masked. This methodology for removing background noise, adapted from Clothiaux et al. (1995) and Marchand (2008), provides a
compromise between removing obvious noise in the data without inadvertently removing legitimate cloud scenes, although some very thin, isolated cloud scenes may be screened. Removing noise and ground clutter in these scenes helps us more accurately quantify W-band detected cloud top and base heights improving our confidence in the resulting mean cloud top and echo base statistics while also providing unambiguous estimates of precipitation intensity.

3.3: Methods

Precipitation in StCu clouds is retrieved using an adapted version of the CloudSat 2C-RAIN-PROFILE (2C-RP hereafter) algorithm that has been adapted to airborne W-band radar observations [L’Ecuyer and Stephens, 2002; Haynes et al., 2009; Mitrescu et al., 2010; Lebsock and L’Ecuyer, 2011]. 2C-RP was developed for CloudSat as a means to retrieve rainfall from space using a constrained iterative estimation technique. 2C-RP combines a reflectivity profile of any depth, a surface backscatter measurement (i.e. sigma0 or σ₀), a profile of gas attenuation derived from background atmospheric state variables, and surface state variables to retrieve profiles of size distribution parameters and associated liquid water contents and surface rainfall rates (Table 3.1). Cloud structure and retrieved rainfall rates are described in the context of estimated inversion strength (EIS, described in section 3.3.4) in sections 4 and 5. The dataset generated by this adapted algorithm can be found online (Lebsock 2011), and Table 3.2 describes the variables in this dataset.
Table 3.1: A list of variables required to run the adapted 2C-RAIN-PROFILE algorithm for ORACLES APR-3 data.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Data Source or Algorithm</th>
<th>Units</th>
<th>Data Type/Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>W-Band Reflectivity</td>
<td>APR-3</td>
<td>dBZ</td>
<td></td>
</tr>
<tr>
<td>Surface Backscatter ($\sigma_0$)</td>
<td>APR-3</td>
<td>dBZ</td>
<td>Point measurement</td>
</tr>
<tr>
<td>Temperature</td>
<td>ERA-I</td>
<td>Kelvin</td>
<td></td>
</tr>
<tr>
<td>Specific Humidity</td>
<td>ERA-I</td>
<td>kg/kg</td>
<td></td>
</tr>
<tr>
<td>Altitude</td>
<td>ERA-I</td>
<td>meters</td>
<td>Profile; derived from ERA-I Pressure using $p = p_0 e^{-z_0}$</td>
</tr>
<tr>
<td>Cloud Mask</td>
<td>N/A</td>
<td>Unitless</td>
<td>Estimated from reflectivity profile following the CloudSat classification criteria.</td>
</tr>
<tr>
<td>Gas Attenuation</td>
<td>ERA-I</td>
<td>dB</td>
<td>Estimated from ERA-I data following Matrosov et al. (2004).</td>
</tr>
<tr>
<td>Rain Rate Estimate</td>
<td>2C-PRECIP-COLUMN</td>
<td>mm/hr</td>
<td>Estimated from the adapted 2C-PRECIP-COLUMN algorithm.</td>
</tr>
<tr>
<td>Rain Rate Uncertainty</td>
<td>2C-PRECIP-COLUMN</td>
<td>%</td>
<td>Estimated from the adapted 2C-PRECIP-COLUMN algorithm.</td>
</tr>
</tbody>
</table>
Table 3.2: List of variables in the Level 2 precipitation retrieval dataset.

<table>
<thead>
<tr>
<th>Full Name</th>
<th>Units</th>
<th>Dimensions</th>
<th>Comments/Information</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precipitation Flag</td>
<td>unitless</td>
<td>[time]</td>
<td>Precipitation occurrence flag</td>
</tr>
<tr>
<td>Quality Flag</td>
<td>unitless</td>
<td>[time]</td>
<td>Precipitation quality flag (0 = no confidence, 4 = high confidence)</td>
</tr>
<tr>
<td>Status Flag</td>
<td>unitless</td>
<td>[time]</td>
<td>Algorithm status (0 = computed from 2C-RP, 1 = passed through from 2C-PC)</td>
</tr>
<tr>
<td>Surface Rain Rate</td>
<td>mm/hr</td>
<td>[time]</td>
<td>Surface rainfall rate, see text for data quality requirements.</td>
</tr>
<tr>
<td>Surface Rain Rate Uncertainty</td>
<td>%</td>
<td>[time]</td>
<td>Uncertainty in the retrieved surface rainfall rate.</td>
</tr>
<tr>
<td>Path Integrated Attenuation</td>
<td>dB</td>
<td>[time]</td>
<td>Path integrated attenuation estimated from 2C-RP.</td>
</tr>
<tr>
<td>Liquid Water Path</td>
<td>g/m²</td>
<td>[time]</td>
<td>Liquid water path through the depth of the cloud.</td>
</tr>
<tr>
<td>Hydrometeor Attenuation</td>
<td>dB</td>
<td>[time, height]</td>
<td>Profile of hydrometeor attenuation computed by 2C-RP.</td>
</tr>
<tr>
<td>Liquid Water Content</td>
<td>g/m³</td>
<td>[time, height]</td>
<td>Profile of liquid water content estimated by 2C-RP using the AB13 DSD.</td>
</tr>
<tr>
<td>Rain Rate Profile</td>
<td>mm/hr</td>
<td>[time, height]</td>
<td>Profile of rainfall rate estimated from liquid water content.</td>
</tr>
</tbody>
</table>
3.3.1: Gas attenuation correction

Airborne and spaceborne high frequency radar measurements are susceptible to attenuation from water vapor. In the tropical oceans, W-band reflectivity can be attenuated as much as 2-4 dB (sometimes more). To account for this, APR-3 W-band reflectivity profiles are corrected for gas attenuation following Matrosov et al. (2004). We use profiles of temperature, specific humidity and total column water vapor from the ERA-I dataset [Dee et al., 2011] to derive appropriate gas attenuation profiles from both oxygen and water vapor.

3.3.2: Adapted 2C-PRECIP-COLUMN overview

Rainfall and drizzle are identified using an adapted version of CloudSat’s 2C-PRECIP-COLUMN algorithm [2C-PC, Haynes et al., 2009]. Reflectivity profiles are tagged as rain possible, rain probable or rain certain if near-surface (200 m) reflectivities exceed -15, -7.5 and 0.0 dBZ respectively. These categories can be loosely interpreted as light drizzle, drizzle, and rain though it should be noted that these terms correspond to precise reflectivity thresholds in subsequent discussion. An initial rain rate intensity estimate and uncertainty is derived for all reflectivity profiles that contain drizzle or rain using the path-integrated attenuation (PIA) and assuming a Marshall-Palmer drop size distribution [Marshall and Palmer, 1948]. PIA is estimated by subtracting the W-band observed $\sigma_0$ from a climatological clear-sky $\sigma_0$, which is determined from a lookup table constructed by matching CloudSat clear-sky data to Advanced Microwave Sounding Radiometer (AMSR-E) sea surface temperature and wind speed observations for a wide range of scenes [Tanelli et al.,
The retrieved rainfall rate and PIA are used as the initial guess rainfall rate and an integral constraint, respectively, in 2C-RP.

### 3.3.3: 2C-RP algorithm description

Precipitation rate and liquid water content throughout the column is retrieved using an optimal estimation technique used to derive the CloudSat 2C-RP product [Mitrescu et al., 2010; Lebsock and L’Ecuyer, 2011]. The adapted algorithm seeks to minimize the cost function:

\[
\Phi = [Z_{\text{sim}} - Z]^T S_z [Z_{\text{sim}} - Z] + [x - x_a]^T S_a [x - x_a] + \frac{(\text{PIA}_{\text{sim}} - \text{PIA})^2}{\sigma_{\text{PIA}}^2}
\]  

(3.1)

where \(Z_{\text{sim}}\) and \(\text{PIA}_{\text{sim}}\) are the simulated reflectivity profile and simulated path-integrated attenuation (determined using a multiple-scattering model, described later in this section), \(Z\) is the observed reflectivity profile, \(x_a\) is an a priori estimate of the background state, \(S_z\) is the observational error covariance matrix, \(S_a\) is the a priori error covariance matrix, \(\sigma_{\text{PIA}}\) is the uncertainty in the PIA estimate. This cost function is minimized through Newtonian iteration to derive the precipitation rate estimate that matches the observations given the a priori and PIA constraints as well as their characteristics. Further details on the retrieval framework are covered extensively in Lebsock and L’Ecuyer (2011).

Simulated reflectivities are generated by assuming Mie scattering (for W-band reflectivity) to an assumed drop-size distribution (DSD), where reflectivity is related to liquid water content (LWC) and precipitation rate. We assume a DSD following Abel and Boutle (2012). The Abel and Boutle (2012) DSD is represented
by an exponential function; and, when compared to other DSD parameterizations, results in more realistic rainfall rates typically observed in StCu clouds. We acknowledge that, given the high vertical resolution of this data, considerable DSD variability will exist in individual profiles. Though we do not address the sensitivity of this method to the assumed DSD in this study, the availability of multiple collocated radar frequencies will make the direct retrieval of DSDs possible and will be the topic of future studies. Unlike approaches that utilize Z-R relationships, 2C-RP accounts for non-Rayleigh scattering, models multiple scattering, and mitigates non-uniqueness caused by strong attenuation at W-band through the a priori and PIA terms [L’Ecuyer and Stephens, 2002].

It is possible for W-band radar observations to be entirely attenuated in heavy rainfall, but this generally only occurs when the precipitation rate exceeds 5 mm/hr [Battaglia and Simmer, 2008]. These conditions rarely occurred during the ORACLES field deployment but were observed frequently in trade cumulus on the transit flights and in cumulus observed near the equator during ORACLES 2017. Multiple scattering (MS) is modeled following Hogan and Battaglia (2008). Though multiple scattering is often insignificant for airborne radar observations of warm rain systems, some heavily precipitating shallow cumulus observed during ORACLES 2017 generated large attenuation and MS may have occasionally occurred. However, MS is generally negligible for the vast majority of APR-3 profiles due to the radar’s much narrower field of view compared to CloudSat. Evaporation below cloud base is modeled following Comstock et al. (2004) and Feingold (1993). The
algorithm typically iterates 5-10 times before converging on a solution (i.e. a LWC profile).

Finally, surface and profile precipitation rate are computed from LWC assuming the fall-speed relationship according to Gunn and Kinzer (1949). Following this algorithm, typical uncertainties in instantaneous single-pixel precipitation rate are usually on the order of 100 to 150% for precipitation rates more than 0.1 mm/hr, with higher uncertainty (often above 200%) for much lower rates. Fig. 3.3 presents an example of an APR-3 W-band rainfall retrieval for the convective cell shown in Fig. 3.2. Between 40 km and 60 km from the beginning of the scan, where thin StCu is present, measured reflectivities of -20 dBZ to -10 dBZ correspond to retrieved liquid water content (LWC) values between 0.005 and 0.01 g/m³. Light precipitation is occurring between 21 and 28 km, with surface rainfall rates peaking at around 0.1 mm hr⁻¹. The maximum attenuation corrected profiles in these columns peak at between 20-25 dBZ, which closely matches the reflectivity measured at Ka-band in Fig. 3.2. In some profiles, the corresponding LWC values become very large due to the magnification of errors as the algorithm corrects reflectivity lower in the profile [Hitschfield and Borden, 1954]. Regardless, the retrieved surface rainfall rates remain reasonable given that the surface attenuation-corrected reflectivities are typically between -10 and 5 dBZ.
Figure 3.3: As in Figure 3.2, but with W-band reflectivity (top), attenuation-corrected reflectivity (top-middle), liquid water content (bottom-middle) and surface rain rate and path-integrated attenuation (bottom), where the attenuation-corrected reflectivity, LWC, PIA and surface rain rate are derived from 2C-RP. Rain rate and PIA are plotted only where a valid cloud top above 200 meters is found, the retrievals are high confidence, and certain rain is present.

3.3.4: Estimated inversion strength

A large number of metrics could be implemented to account for meteorological controls and context, and will be the topic of other ORACLES related
studies. For this work, we adopt Estimated Inversion Strength (EIS), which describes the strength of the inversion above the PBL by accounting for temperatures at 700 hPa and the surface [Wood and Bretherton, 2006]. EIS is computed as:

\[
EIS = LTS - \Gamma^{850}_m (z_{700} - LCL)
\]  

(3.2)

Where LTS is the lower tropospheric stability or the difference in potential temperature between 700 hPa and the surface, \(\Gamma^{850}_m\) is the moist adiabatic lapse rate at 850 hPa, and LCL is the lifting condensation level. We use ERA-I data to compute EIS. A table of both EIS and LTS, averaged over the first, third and fifth quintiles (i.e. beginning 20%, middle 20%, and last 20%) of each flight are provided in the Appendix.

3.4: Summary of Clouds and Precipitation

APR-3 data collected during ORACLES 2016 and 2017 reveal unique cloud and precipitation characteristics with respect to each campaign. An exhaustive summary of cloud and precipitation data collected by the APR-3 and featured in the 2C-RAIN dataset can be found in Tables 3.3 and 3.4 (2016 and 2017 respectively). For all analysis in the remaining sections, we use only valid radar profiles, where a valid radar profile is defined as:

I. Occurring during a level flight leg, where a level flight leg is defined as a time when the aircraft pitch, drift and roll angles are all less than 3 degrees.
II. Cloud top altitude is greater than 200 meters, which is approximately the lowest altitude before ground clutter contamination becomes an issue.

For all analysis involving estimates of precipitation intensity, we further restrict our analysis using the following flags, which follow the descriptions found in the CloudSat 2C-RAIN-PROFILE product manual [Lebsock 2011]:

I. Precipitation flag of 1 (i.e. certain rain or drizzle, lower uncertainty) or 3 (i.e. likely drizzle, higher uncertainty, see below).

II. Status flag of 0 (i.e. rain rate estimates from 2C-RP only).

III. Quality flag of 4 (i.e. high quality retrieval).

Retrieved rain rates from profiles with a precipitation flag of 3 typically have much higher uncertainties than those with a precipitation flag of 1. Profiles with a precipitation flag of 3 are included because excluding them would result in grossly underestimated rain fraction statistics due to the vast number of weakly drizzling profiles collected during both experiments.

The next two subsections highlight interesting cloud and precipitation characteristics for specific research flights, as well as similarities among selected research flights from each campaign. A routine flight in 2016 references any flight track between Walvis Bay, Namibia and approximately 0 degrees longitude and 10 degrees south latitude (0°E, 10°S), while any routine flight in 2017 implies a flight from São Tomé along the 5°E longitude line. A circuit or “suitcase” flight refers to any series of flights between Namibia/ São Tomé and Ascension Island (the latter being located at 14.35°W and 7.94°S), respective to the campaign year, where the first
flight ends at Ascension Island and the last flight ends at Namibia/ São Tomé. The aforementioned coordinates will be referred to as the “turnaround point” with respect to each campaign hereafter. A summary of the APR-3 data collected (i.e. when the APR-3 was operating) along each flight track for 2016 and 2017 is shown in Fig. 3.4.

**Figure 3.4:** APR-3 data collection lines from the 2016 (left) and 2017 (right) campaigns. The (R) denotation represents flights that approximately followed the routine flight track for that campaign year and thus overlap one another.

3.4.1: Summary of ORACLES 2016

The first research flight (RF hereafter) of ORACLES 2016 took place on 31 August 2016. Stratocumulus clouds persisted from the coast to the turnaround point with some StCu exhibiting a more distinct cellular structure closer to the target point. Near the coast during the beginning of the flight, EIS exceeded 11 K but decreased to 6.4 K out at the turnaround point [Fig. 3.5]. Clouds were observed in 85% of all W-band radar measurements (Table 3.3) and most precipitation rates
were very light, with over 53% of retrieved precipitation rates less than 0.01 mm/hr.

**Figure 3.5:** Estimated inversion strength (EIS) along the ORACLES 2016 (red) and 2017 (blue) flight tracks. Each dot (2016) or square (2017) represents the average EIS for the beginning 20% of the flight (i.e. starting when the APR-3 was turned on), middle 20% of the flight and ending 20% (i.e. ending when the APR-3 was turned off) of the flight.
Table 3.3: Daily rainfall statistics for ORACLES 2016. The number of cloudy profiles refers to any valid profile where the aircraft was flying a level leg (i.e. a pitch, drift and roll angle of less than 3 degrees) and detected a valid reflectivity profile after noise removal (described in the text). A rejected profile refers to any radar profile that either saw clear skies or was collected during a non-level flight leg. The cloud fraction column includes only APR-3 W-band nadir data. The percent of cloudy profiles with virga or surface rainfall account for valid cloudy profiles only. The five columns from the right account for only profiles where surface rainfall was present.

<table>
<thead>
<tr>
<th>Date</th>
<th>Cloud Top Height (mean +/- std)</th>
<th># Cloudy Profiles (# Rejected Profiles)</th>
<th>Overall Cloud Fraction (%)</th>
<th>% of Cloudy Profiles w/Virga</th>
<th>% of Cloudy Profiles w/Surface Rainfall</th>
<th>Light Drizzle (&lt;0.01 mm/hr)</th>
<th>Moderate Drizzle (0.01 to 0.1 mm/hr)</th>
<th>Heavy Drizzle (0.1 to 1.0 mm/hr)</th>
<th>Rain (1.0 to 5.0 mm/hr)</th>
<th>Heavy Rain (&gt;5.0 mm/hr)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HF01 31-Aug-16</td>
<td>0.94 +/- 0.39 km</td>
<td>9733 (159392)</td>
<td>84.61%</td>
<td>16.74%</td>
<td>21.46%</td>
<td>52.99%</td>
<td>32.17%</td>
<td>11.54%</td>
<td>1.48%</td>
<td>0.62%</td>
</tr>
<tr>
<td>HF02 02-Sep-16</td>
<td>0.99 +/- 0.18 km</td>
<td>40702 (105610)</td>
<td>99.16%</td>
<td>4.08%</td>
<td>71.93%</td>
<td>37.87%</td>
<td>55.21%</td>
<td>4.56%</td>
<td>0.52%</td>
<td>1.23%</td>
</tr>
<tr>
<td>HF03 04-Sep-16</td>
<td>0.95 +/- 0.22 km</td>
<td>118793 (198645)</td>
<td>79.50%</td>
<td>21.26%</td>
<td>47.99%</td>
<td>66.59%</td>
<td>32.04%</td>
<td>1.34%</td>
<td>0.02%</td>
<td>0.01%</td>
</tr>
<tr>
<td>HF04 06-Sep-16</td>
<td>0.86 +/- 0.16 km</td>
<td>14504 (166717)</td>
<td>77.10%</td>
<td>3.41%</td>
<td>67.75%</td>
<td>64.46%</td>
<td>30.01%</td>
<td>5.29%</td>
<td>0.17%</td>
<td>0.06%</td>
</tr>
<tr>
<td>HF05 08-Sep-16</td>
<td>0.84 +/- 0.42 km</td>
<td>16269 (342208)</td>
<td>44.65%</td>
<td>17.17%</td>
<td>34.54%</td>
<td>93.29%</td>
<td>5.64%</td>
<td>1.01%</td>
<td>0.05%</td>
<td>0.00%</td>
</tr>
<tr>
<td>HF06 10-Sep-16</td>
<td>1.21 +/- 0.23 km</td>
<td>5382 (214132)</td>
<td>44.08%</td>
<td>44.00%</td>
<td>25.49%</td>
<td>62.39%</td>
<td>33.16%</td>
<td>9.48%</td>
<td>1.75%</td>
<td>1.38%</td>
</tr>
<tr>
<td>HF07 12-Sep-16</td>
<td>1.13 +/- 0.27 km</td>
<td>66542 (250391)</td>
<td>77.00%</td>
<td>30.23%</td>
<td>18.27%</td>
<td>76.46%</td>
<td>21.39%</td>
<td>2.07%</td>
<td>0.04%</td>
<td>0.03%</td>
</tr>
<tr>
<td>HF08 14-Sep-16</td>
<td>0.86 +/- 0.09 km</td>
<td>7347 (339770)</td>
<td>81.90%</td>
<td>8.09%</td>
<td>29.21%</td>
<td>88.44%</td>
<td>9.74%</td>
<td>1.21%</td>
<td>0.61%</td>
<td>0.00%</td>
</tr>
<tr>
<td>HF09 18-Sep-16</td>
<td>0.86 +/- 0.27 km</td>
<td>1596 (183456)</td>
<td>67.06%</td>
<td>4.74%</td>
<td>7.39%</td>
<td>66.95%</td>
<td>15.25%</td>
<td>0.85%</td>
<td>6.78%</td>
<td>5.93%</td>
</tr>
<tr>
<td>HF10 20-Sep-16</td>
<td>0.57 +/- 0.07 km</td>
<td>8869 (231713)</td>
<td>82.44%</td>
<td>3.51%</td>
<td>41.99%</td>
<td>86.11%</td>
<td>11.41%</td>
<td>0.67%</td>
<td>0.19%</td>
<td>0.26%</td>
</tr>
<tr>
<td>HF11 24-Sep-16</td>
<td>0.98 +/- 0.21 km</td>
<td>20374 (400020)</td>
<td>68.50%</td>
<td>25.86%</td>
<td>51.30%</td>
<td>47.21%</td>
<td>51.47%</td>
<td>1.22%</td>
<td>0.01%</td>
<td>0.04%</td>
</tr>
<tr>
<td>HF12 25-Sep-16</td>
<td>1.03 +/- 0.17 km</td>
<td>100211 (443338)</td>
<td>96.80%</td>
<td>50.03%</td>
<td>7.40%</td>
<td>59.48%</td>
<td>28.30%</td>
<td>10.81%</td>
<td>0.70%</td>
<td>0.36%</td>
</tr>
<tr>
<td>HF13 27-Sep-16</td>
<td>1.11 +/- 0.18 km</td>
<td>7673 (230505)</td>
<td>59.11%</td>
<td>49.16%</td>
<td>44.12%</td>
<td>21.77%</td>
<td>27.83%</td>
<td>17.93%</td>
<td>19.97%</td>
<td>11.31%</td>
</tr>
<tr>
<td>TOTAL</td>
<td></td>
<td>489995 (3265897)</td>
<td>30.55%</td>
<td>34.33%</td>
<td>60.05%</td>
<td>35.00%</td>
<td>3.43%</td>
<td>0.71%</td>
<td>0.59%</td>
<td></td>
</tr>
</tbody>
</table>
The second RF, taking place 02 September 2016, featured over 99% cloud fraction estimated by the W-band – the highest for the campaign. Nearly 72% of all cloudy profiles were observed to be precipitating. A distinct upper level low over the central South Atlantic, which formed on 01 September 2016, began building north and east on this day. Although RF02 took place mostly near the coast, a transition from a mostly homogeneous StCu deck (i.e. a cloud deck with no distinct open- or closed- cell structure apparent) to a closed-cell StCu deck became more apparent. By 04 September 2016 (RF03), the aforementioned low had begun to weaken but moved east of the prime meridian, resulting in the least dynamically stable day of the entire campaign. This is evident in satellite imagery (not shown) showing that the StCu deck did not extend further than about 8E on 04 September 2016. The turnaround point was mostly devoid of cloud, which is manifested in the APR-3 lower observed cloud fraction relative to RF01 four days prior. The combined virga and rain fraction for RF03 was also much higher than that of RF01.

By 06 September 2016 (RF04), the StCu deck recovered over much of the SE Atlantic basin. Much of the StCu present this day was closed-cell with a similar cloud fraction as RF03 but with a higher rain fraction. Interestingly, precipitation rates (Table 3.3, columns 7-9) are quite similar between these two flights, though greater percentages of heavy drizzle, light rain, and heavy rain are noted for RF04.

Research flights 05, 06 and 07 followed the routine flight track, observing nearly the same curtain in the SE Atlantic Ocean over a period of five days. For RF05 on 08 September 2016, the StCu deck thinned out under very stable conditions with EIS exceeding 9 K for the entire flight (see Table 1 in the Appendix section).
fraction, rain fraction and overall intensity dramatically decreased between this flight and RF04 two days earlier. RF06 had similar stability conditions, although open-cell StCu was more apparent on this day. RF07 also had similar EIS, with values of 8.5 K or higher frequently occurring. This flight was different from RFs 05 and 06 in that 77% of profiles from RF07 had observable cloud cover, compared to around 44% for RFs 05 and 06. The frequency of virga was highest for RF06, but the fraction of precipitating profiles gradually decreased from 34.5% on RF05 to 18.3% on RF07.

The next series of flights, RFs 08, 09 and 10, all took place near the coast. Despite the APR-3 collecting at least 180,000 profiles from each of these flights, fewer than 10,000 profiles satisfied the filtering criteria. On 14 September 2016 (RF08), the APR-3 observed perhaps the most homogeneous StCu cloud deck of the entire campaign: the standard deviation of cloud top altitudes was only 0.09 km. Between RFs 09 and 10, the mean cloud top altitude decreased from 0.86 km to 0.57 km between the two days with the standard deviation of cloud top altitudes decreasing from 0.27 km to 0.07 km. This was likely due to most of the measurements being collected south of 15°S, where SSTs were cooler (not shown) and thus more conducive for a shallower PBL. All three flights had virga fractions of less than 9%, and the majority of surface precipitation intensities were less than 0.01 mm/hr.

A suitcase flight took place 24-25 September 2016 (RFs 11 and 12). These two flights were among the most successful for APR-3 data collection, with the 25 September 2016 flight featuring the highest collection of valid 2C-RP surface
precipitation data. Cloud top altitudes were very similar to the mean, varying by only 0.05 km between the two days. W-band derived cloud fraction increased substantially from RF11 to RF12 (69% to 97%) but precipitation frequency dramatically decreased from 51% to 7%. Given the decrease in moderate drizzle from RF11 to larger percentages of light drizzle and heavy drizzle in RF12, and noting that many clouds were observed in the same portion of the basin, we suspect StCu cloud dissipation was occurring. This idea will be the topic of future research, since we do not fully investigate temporal changes in cloud and precipitation processes during either experiment.

The final research flight of the 2016 campaign (RF13) featured the largest percentages of heavy drizzle and rain – evidenced by frequent W-band attenuation (not shown) and significant radar returns in the Ka- and sometimes the Ku-band. Most of these cases are from convective cumulus near Ascension Island.

3.4.2: Summary of ORACLES 2017

APR-3 data collection for the ORACLES 2017 campaign began with research flights 02 and 03 (15 and 17 August 2017). RF02 featured one of the lowest rain fractions of the campaign with only 6.6% of cloudy, level legs precipitating. RF03 had a very similar cloud fraction (45.6% compared to 46.7% from RF02) yet only 2.5% of all profiles were precipitating. Nearly all of the precipitating profiles collected during this day contain either light or moderate drizzle (Table 3.4). A comparison of satellite imagery from between these two days shows a slight
southward retreat of the StCu deck, with many more instances of open-cell StCu observed during RF03.

Table 3.4: As in Table 3, but for ORACLES 2017.

<table>
<thead>
<tr>
<th></th>
<th>Date</th>
<th>Cloud Top Height (mean +/- std)</th>
<th># Cloudy Profiles (# Rejected Profiles)</th>
<th>Overall Cloud Fraction (%)</th>
<th>% of Cloudy Profiles w/ Virga</th>
<th>% of Cloudy Profiles w/ Surface Rainfall</th>
<th>Light Drizzle (&lt;0.01 mm/hr)</th>
<th>Moderate Drizzle (0.01 to 0.1 mm/hr)</th>
<th>Heavy Drizzle (0.1 to 1.0 mm/hr)</th>
<th>Rain (1.0 to 5.0 mm/hr)</th>
<th>Heavy Rain (&gt;5.0 to mm/hr)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RF01</td>
<td>12-Aug-17</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>RF02</td>
<td>13-Aug-17</td>
<td>1.32 +/- 0.24 km (490216)</td>
<td>61961</td>
<td>46.74%</td>
<td>69.71%</td>
<td>6.60%</td>
<td>50.41%</td>
<td>29.88%</td>
<td>3.91%</td>
<td>9.39%</td>
<td>6.38%</td>
</tr>
<tr>
<td>RF03</td>
<td>15-Aug-17</td>
<td>1.12 +/- 0.12 km (426529)</td>
<td>57890</td>
<td>45.60%</td>
<td>34.70%</td>
<td>2.45%</td>
<td>72.99%</td>
<td>26.38%</td>
<td>6.63%</td>
<td>0.04%</td>
<td>0.00%</td>
</tr>
<tr>
<td>RF04</td>
<td>17-Aug-17</td>
<td>1.63 +/- 0.31 km (602037)</td>
<td>36857</td>
<td>23.08%</td>
<td>60.19%</td>
<td>9.21%</td>
<td>69.00%</td>
<td>23.78%</td>
<td>3.04%</td>
<td>2.03%</td>
<td>1.52%</td>
</tr>
<tr>
<td>RF05</td>
<td>18-Aug-17</td>
<td>1.45 +/- 0.47 km (319207)</td>
<td>4419</td>
<td>11.77%</td>
<td>38.59%</td>
<td>27.36%</td>
<td>49.88%</td>
<td>38.13%</td>
<td>5.71%</td>
<td>1.82%</td>
<td>3.48%</td>
</tr>
<tr>
<td>RF06</td>
<td>19-Aug-17</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>RF07</td>
<td>21-Aug-17</td>
<td>1.13 +/- 0.26 km (521967)</td>
<td>53230</td>
<td>40.17%</td>
<td>45.32%</td>
<td>12.27%</td>
<td>58.88%</td>
<td>35.85%</td>
<td>3.93%</td>
<td>1.52%</td>
<td>0.53%</td>
</tr>
<tr>
<td>RF08</td>
<td>24-Aug-17</td>
<td>1.60 +/- 0.67 km (376320)</td>
<td>73071</td>
<td>55.27%</td>
<td>43.69%</td>
<td>5.85%</td>
<td>27.80%</td>
<td>8.57%</td>
<td>12.77%</td>
<td>6.86%</td>
<td>41.72%</td>
</tr>
<tr>
<td>RF09</td>
<td>26-Aug-17</td>
<td>1.28 +/- 0.38 km (631397)</td>
<td>16695</td>
<td>25.12%</td>
<td>42.48%</td>
<td>29.68%</td>
<td>52.19%</td>
<td>25.45%</td>
<td>7.04%</td>
<td>5.37%</td>
<td>9.88%</td>
</tr>
<tr>
<td>RF10</td>
<td>28-Aug-17</td>
<td>1.36 +/- 0.36 km (833139)</td>
<td>82104</td>
<td>53.55%</td>
<td>38.43%</td>
<td>26.37%</td>
<td>46.53%</td>
<td>47.17%</td>
<td>5.94%</td>
<td>0.27%</td>
<td>0.05%</td>
</tr>
<tr>
<td>RF11</td>
<td>30-Aug-17</td>
<td>1.28 +/- 0.17 km (762926)</td>
<td>174202</td>
<td>61.36%</td>
<td>59.28%</td>
<td>15.77%</td>
<td>42.17%</td>
<td>39.93%</td>
<td>14.28%</td>
<td>1.81%</td>
<td>1.60%</td>
</tr>
<tr>
<td>RF12</td>
<td>31-Aug-17</td>
<td>1.49 +/- 0.18 km (617743)</td>
<td>10708</td>
<td>46.41%</td>
<td>50.63%</td>
<td>7.96%</td>
<td>34.98%</td>
<td>44.60%</td>
<td>19.01%</td>
<td>0.59%</td>
<td>0.82%</td>
</tr>
<tr>
<td>TOTAL</td>
<td></td>
<td>604822 (5581481)</td>
<td>51.38%</td>
<td>13.28%</td>
<td>46.89%</td>
<td>37.44%</td>
<td>9.05%</td>
<td>2.23%</td>
<td>4.11%</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

[510x744]
The next three flights (RF04, RF05 and RF07, 17 Aug. 2017, 18 Aug. 2017 and 21 Aug 2017) were a series of flights taking place from São Tomé to Ascension Island and back, with RF05 beginning and ending at Ascension Island. The flight path for RF04 skirted along the northwestern flank of the cloud deck and StCu to Cu transition zone (Fig. 3.4), which is likely why the APR-3 only estimated a 23.1% cloud fraction. Cloud top heights during RF04 were also the highest of the 2017 campaign, with a mean cloud top altitude of 1.63 km. Overall, 9.2% of the valid profiles were precipitating with many of these profiles being light drizzle with precipitation rates under 0.01 mm/hr. The StCu deck expanded northward in time for RF05, however, only about 4400 out of the approximately 319,000 collected profiles (or ~1%) were valid. RF05 featured the lowest cloud fraction estimate (11.8%) observed by the APR-3 during the 2017 campaign. RF07 saw both an increase in estimated cloud fraction (40.2%) and rain fraction (12.3%) with the second lowest mean cloud top altitude (1.13 km) for the 2017 campaign. The majority of the measurements were taken in the StCu deck along 8°S and the northern part of the routine flight track along 5°E. Even though the StCu deck on this day appeared to contain more open-cell StCu compared to the other days, close to 94% of the precipitation rate estimates fell in the light/moderate drizzle categories rather than in the heavy drizzle or rain categories.

RF08, taking place on 24 August 2017, contained arguably the most diverse range of cloud and precipitation characteristics. The APR-3 estimated a mean cloud top altitude of 1.6 km and a cloud top standard deviation of approximately 0.7 km. The observed rain fraction on this day was especially diverse, with 28%, 13% and
42% of surface precipitation rates in the light drizzle, heavy drizzle and heavy rain categories, respectively. RF09, by comparison, was a target of opportunity flight that only reached about 6°S. The cloud deck was fairly expansive and homogeneous on this day, but similar to RF05, the aircraft only flew into the northernmost portion of the cloud deck and hence the APR-3 estimated a lower cloud fraction of 25.1%. A notable number of profiles were collected near the equator that measured heavy drizzle or rain, accounting for about 22% of precipitating profiles for RF09.

The final routine flight of the 2017 campaign took place on 28 August 2017. RF10 had a similar rain fraction as RF08 but had over double the cloud fraction. Most of the profiles collected during this day were in a mostly closed-cell StCu deck, with a mean cloud top altitude around 1.36 km. Close to 26.4% of level, cloudy-sky profiles were precipitating and over 93% of these profiles were either in the light or moderate drizzle categories.

The final two flights, RFs 11 and 12 on 30 and 31 August 2017 respectively, were a pair of target of opportunity flights designed such that RF12 would re-sample clouds and aerosols from RF11. The APR-3 observed over 170,000 valid cloudy sky profiles during RF11, which was the most of the 2017 campaign. Over 80% of surface precipitation rates were in the light or moderate categories, yet a large number of heavy drizzle cases (14.3%) were collected too. The next flight, RF12, followed a track further north and west compared to RF11. The StCu deck slightly retreated to the south and east, with much of the deck appearing more open-cell in character. Both cloud and rain fractions were much lower in RF12 than RF11 although a larger percentage of moderate and heavy drizzle cases were taken.
3.5: Discussion

Addressing ORACLES primary science objectives, which include assessing cloud morphology and precipitation trends in the SE Atlantic StCu deck, requires accurate knowledge of the *environmental* regimes sampled during each research flight. Using EIS as a crude proxy for local thermodynamic conditions, significantly different conditions prevailed during the 2016 and 2017 campaigns.

Throughout the 2016 campaign, EIS was strong near the coast (east of 10°E), often exceeding 11 K from the central Namibian coast through the Namibia/Angola border [Fig. 3.6]. EIS decreased to about 6 K at the turnaround point for routine flights. By comparison, only the middle portions of RF04 and RF10 had an EIS ≥ 5 K during the entire 2017 campaign. West of 0°E during 2016, EIS sometimes decreased below 4 K during certain flights where a larger number of light to heavy rain scenes were observed (e.g. RF13 with the largest percentage of rain or heavy rain cases, see Table 3.3). The middle of RF11, as well as the end of RFs 12 and 13, occurred when EIS was near its lowest values for the campaign (Fig. 3.5). In contrast, the entirety of research flights 2, 4, 6, 7 and 8 (for 2016) occurred in regimes where EIS exceeded 8 K, representing a very stable lower troposphere and strong inversion. While this analysis suggests clear geographic variability in EIS during each year, we again cannot make conclusions at this time that *temporal* variability in EIS was primarily responsible for the observed differences in cloud and precipitation characteristics.
Figure 3.6: Mean daytime estimated inversion strength (EIS) for the ORACLES 2016 (left) and 2017 (right) campaigns. EIS is computed from ERA-I reanalysis data following the methodology outlined in Wood and Bretherton (2006). To assure daytime-only data are used, 12 UTC data are used in this figure.

Differences in cloud fraction and structure were noted during both campaigns. During the 2016 campaign, cloud top altitudes varied from approximately 0.80 to 0.90 km near the Namibian coast to higher than 1.30 km at the turnaround point (Fig. 3.7A). Many cloud top altitudes exceeded 1 km altitude (sometimes higher than 1.4 km) in 2017. The increase in cloud top altitude is associated with an increase in PBL depth west of the African coast, which is in turn associated with a gradient in sea surface temperatures (PBL depth is especially shallow near the African coast due to coastal upwelling). Cloud depths (Fig. 3.7) estimated from the APR-3 (with cloud base being defined as the lowest altitude with a valid reflectivity measurement) were typically a few hundred meters. The cloud
fraction from each flight in 2016 typically agreed with climatological values of cloud fraction over the primary experiment area [e.g. Fig. 5 in Adebiyi et al., 2015]. Cloud fraction estimates during 2017, by contrast, were lower than climatology for most flights. The most common reflectivity measurements taken by the W-band radar were between -20 and -10 dBZ and typically occurred below 1 km (Fig. 3.8), further showing that many of the observed StCu clouds were typically a couple hundred meters thick. Only trade cumulus observed near Ascension Island and close to the equator account for any cloud top altitudes above 2 km. The results shown in Fig. 3.8 corroborate previous findings [e.g. Liu et al. 2015] that many StCu measurements occur in CloudSat’s blind zone, which is about 720 meters above ground level.
Figure 3.7: APR-3 W-band estimated cloud top altitudes (2016, A; 2017, B), cloud base altitudes (2016, C; 2017, D) and cloud depths (2016, E; 2017, F) in the SE Atlantic basin. Cloud depth is the difference between cloud top altitude and cloud base altitude, with cloud base altitude assumed to be the lowest altitude in the cloud.
with a valid radar reflectivity measurement. Data are binned according to 1x1 degree latitude/longitude boxes.

**Figure 3.8:** Normalized frequency by altitude diagram of attenuation-corrected W-band reflectivity measurements for ORACLES 2016 (left) and 2017 (right).

Precipitation statistics for the ORACLES 2016 and 2017 campaigns are summarized in Fig. 3.9. For all valid cloudy profiles, approximately 35% of all profiles are not precipitating for both campaigns, and over 98% (2016) and 93% (2017) of precipitating profiles have surface precipitation rates of less than 1.0 mm/hr (Fig. 3.9). The mode of observed precipitation rates of less than 0.1 mm/hr are consistent with estimates found in other observational [e.g. Austin et al., 1995] and modeling [e.g. Stevens et al., 1998] studies. In general, we find approximately 34% of all observed cloudy profiles contained surface precipitation in 2016, whereas only 13% of profiles included surface precipitation in 2017. Rain fraction estimates for both years are somewhat higher than those found in previous climatological studies utilizing CloudSat (e.g. Fig. 3 in Ellis et al., 2009; Fig. 4 in Kay
et al., 2018), where these studies found observed rain fraction estimates between 0.04 to 0.12. Given that most observations in 2017 were taken further north and west in the SE Atlantic Ocean and in environments where EIS was (on average) several degrees less, and noting that more rain rates above 1 mm/hr were also observed, we suspect the APR-3 observed more open-cell StCu during this year.

Temporal variability is more difficult to evaluate using ORACLES observations and is not addressed in this study. During ORACLES 2016 and 2017, clouds and precipitation are observed throughout the morning and afternoon portions of the diurnal cycle. One avenue to potentially address the temporal evolution of clouds and precipitation would involve the analysis of “square spiral” flight pattern data, which exist for most research flights. In these flight legs, the APR-3 collected data along four distinct descending but level “walls” and was measured over the course of about 10 minutes. In-cloud observations in at least one of these walls often succeeded the conclusion of the square spiral descent further presenting a possible avenue for validating retrieved water contents and rainfall rates against in-situ derived rainfall rates from cloud probe data. The opportunities for such analyses are, however, quite limited since the clouds sampled earlier in a flight will not necessarily represent conditions observed later in a flight. The assessment of temporal variability in clouds and precipitation during the ORACLES experiment, validation of the retrieval products, and subsequent analysis on cloud-aerosol-precipitation interactions are beyond the scope of the present study but will be the topic of future investigation.
3.6: Conclusions

This paper summarizes the macrophysical character of clouds and precipitation observed during ORACLES 2016 and 2017 based on rainfall rate retrievals from APR-3 W-band radar observations. With vertical resolution as high as 8.3 meters and over 10 million profiles taken between the two campaigns, this dataset offers an extensive airborne radar dataset for studying StCu clouds and warm precipitation processes over the southeast Atlantic Ocean. The high sensitivity of the APR-3 W-band provides accurate depictions of rainfall frequency and cloud fraction. Utilizing an optimal estimation algorithm – with robust physics and accounting of all relevant sources of uncertainty – mitigates a number of challenges associated with quantifying precipitation rates from attenuating radars though uncertainties in the precipitation intensity estimates can be large owing to the single-frequency nature of the retrieval.

Even though the rain fraction for 2016 was more than twice that observed in 2017, the combined virga plus conditional rain rates between both campaigns are strikingly similar (Fig. 3.9) at approximately 65%. This number may be biased a bit high due to the fact that the APR-3 W-band lacked sensitivity to the thinnest clouds observed by other collocated remote sensors, and will be explored in future work. In general, we find no obvious trends when comparing cloud fraction with rain and virga fraction between the two campaigns. Surface rainfall intensity, however, generally increases west of the African coast. APR-3 estimated cloud fraction also generally decreases away from the coast for both years, and given how rainfall intensity changes away from the coast as well, this finding is consistent with the
presence of more open-cell StCu forming in a deeper planetary boundary layer. Of the 10 million profiles collected between the two campaigns, over one million of these profiles satisfied our validation criteria.

Figure 3.9: ORACLES 2016 and 2017 campaign cloud-only (gray), virga-only (light green) and drizzling/raining profiles (dark green) for all cloudy sky profiles (top panel) where the aircraft was flying at nadir. Retrieved rainfall rates for all drizzling or raining profiles for 2016 (green) and 2017 (blue) are binned by intensity (bottom panel). CLOUD represents the fraction of all cloudy sky profiles that did not have virga nor precipitation, and VIRGA represents the fraction of all cloudy profiles with a maximum reflectivity of -15 dBZ or greater anywhere in the column.
EIS was high (exceeding 8-10 K) near the Namibian coast throughout much of the ORACLES 2016 campaign and decreased by, on average, 4 K at the routine flight turnaround marker. Most of the research flights in 2017 flew in environments where EIS was, on average, 5 K or less. This results in lower mean cloud top altitudes near the coast in 2016 (0.8-0.9 km) compared to upwards of 1.3 km further west in 2016 and for most cases in 2017. For 2017, EIS generally increased from near 1-2 K to above 4 K at the routine flight turnaround point as well as the turnaround point for various target of opportunity flights. We note that SST and LTS variability in the SE Atlantic, especially in the StCu to Cu transition region, are important controls on cloud top altitude and will require further investigation. Given the environmental stability differences between the two campaigns as well as the geographical differences in cloud top altitudes and structure, the vast quantity of data available will enable extensive study of cloud-aerosol-precipitation interactions in distinct environments.

These results highlight only a fraction of the interesting data collected during ORACLES 2016 and 2017. In addition to providing valuable insights into cloud-aerosol interactions in this unique environment, in-situ data collected during both campaigns can be used to define instrument requirements for future satellite missions, validate retrieval algorithm assumptions and evaluate their impact on liquid water content and above-surface precipitation rate retrievals. These analyses will be critical toward ensuring accurate assessments of cloud-aerosol interactions as they relate to cloud and precipitation processes, and toward improving future spaceborne satellite radar missions.
Chapter 4: Using retrieved cloud and precipitation properties to assess precipitation susceptibility

The retrieval product used for this study is a W-band plus cloud optical depth algorithm (referred to as WCOD hereafter), employing APR-3 W-band data and RSP cloud data from their polarimetric retrievals [Alexandrov et al., 2011]. A CWP retrieval for the ORACLES dataset stems from a need to synergize the cloud and precipitation datasets for studying aerosol indirect effects. Cloud water path retrievals via an optical depth constraint have been successfully done before using collocated passive radiometric and cloud/precipitation radar data [e.g. Lebsock and L’Ecuyer, 2011; Mace et al., 2016; Leinonen et al., 2018]. The joint retrieval of CWP and RWP, along with precipitation rate, and data from the HSRL-2 enable a comprehensive remote sensing-based study of precipitation suppression in SE Atlantic StCu clouds. This chapter expands upon the framework presented in Chapter 3 by rigorously evaluating the new (and updated) uncertainties with this updated technique, and then uses this newly created dataset in an attempt to quantify the magnitude of precipitation suppression via the presence of aerosols.

4.1: Multi-measurement retrievals

Following the results and conclusions discussed in Chapter 3, the 2C-RAIN product [Dzambo et al., 2019] highlights the utility of the APR-3 toward investigating cloud-aerosol-precipitation interactions. To fully assess the aerosol indirect effect, especially as related to the level 3 ORACLES science objectives
(discussed in Chapter 1), a synergy between measurement platforms remains necessary due to the complexity of the indirect effect problem [Zuidema et al., 2016] and the promise such algorithms have toward retrieving simultaneous cloud and precipitation properties [Mace et al., 2016]. Field campaigns such as ORACLES mitigate uncertainties that were otherwise impossible to avoid in spaceborne-data based studies. For example, limited observations of shallow marine StCu by CloudSat led the Mace et al. (2016) study to study mostly shallow convection with their highest LWC above ~1 km in altitude. Simultaneous retrievals of cloud and precipitation properties, however, have been challenging. Another study by Mace et al. (2016) found that, in CloudSat profiles with significant precipitation, the uncertainties in their assumptions led to forward model uncertainties greater than that of the a priori constraint.

It is worth re-emphasizing that the APR-3 was designed to validate spaceborne radar (i.e. the TRMM PR and the CloudSat CPR). Multi-measurement retrievals from airborne platforms, such as the NASA P-3 during ORACLES, allow for robust analyses using adapted cloud and precipitation retrieval algorithms. This concept is expanded upon in this chapter by employing RSP passive radiometric cloud measurements with APR-3 high-resolution profiles of rain water content, allowing for robust joint cloud-precipitation property retrievals.

4.2: Datasets

This study synergizes the APR-3, RSP and HSRL-2 datasets. In Section 4.3, the 2C-RAIN algorithm is updated to include an optical depth constraint for the retrieval
of cloud water path. A comprehensive analysis of retrieval performance will include only retrievals from collocated APR-3 and RSP measurements: a total of 28 flights corresponding to 5 (2016), 10 (2017) and 13 (2018) flights during the respective campaign years (see Chapter 2, Table 2.1). Any valid W-band radar data has a corresponding 2C-RAIN retrieval data product even in the absence of a COD estimate. As stated earlier, precipitation rates are insensitive to CWP (this will be shown later) thus remain useful provided the user abides to the flagging procedure outlined in Chapter 3. Finally, this analysis focuses on retrievals where collocated APR-3, RSP and HSRL-2 measurements exist. For all cases, RSP and HSRL-2 data are interpolated in time to match the time resolution of the APR-3.

4.3: Algorithm mechanics

4.3.1: Forward models

The WCOD algorithm (i.e. version 2.0 of 2C-RAIN from Chapter 3) estimates both cloud and precipitation properties from available ORACLES data. The mechanics very closely follow those outlined in Lebsock and L’Ecuyer (2011), which used CloudSat W-band radar reflectivity measurements and a cloud optical depth constraint from MODIS to solve for precipitation rate and cloud water path. As such, The WCOD algorithm uses a profile of reflectivity measurements (Z), a COD (τ) and PIA constraints:

\[ Y = [Z_1, Z_2, ..., Z_N, \tau, PIA] \quad (4.1) \]

To solve for a profile rainfall rates (R) and a cloud water path (CWP):

\[ X = [R_1, R_2, ..., R_N, CWP] \quad (4.2) \]
Where the subscript $N$ represents the total number of reflectivity measurements, and $R_N$ is the rainfall rate at the surface. The algorithm attempts to minimize a cost function:

$$
\Phi(X, X_a, Z) = \left[ [F(R) - Z]^T S_Z^{-1} [F(R) - Z] \right] + \\
\left[ (X - X_a)^T S_a^{-1} (X - X_a) \right] + \\
\frac{(\tau_{mod} - \tau)^2}{\sigma_\tau^2} + \frac{(PIA_{mod} - PIA)^2}{\sigma_{PIA}^2}
$$

(4.3)

Where $X$ represents the retrieved precipitation rates and CWP while $X_a$ represent the a priori precipitation rates and CWP. The last two terms on the right hand side of Eq. 4.3 are the integral constraints from the observed COD and PIA. If the visible optical depth observed by the RSP includes contributions from CWC and RWC, i.e.:

$$
\tau_{mod} = \frac{3 Q_{ext}}{4 \rho_w} \int_{H_{pot}}^{H_{top}} \left( \frac{CWC}{r_{e,clld}} + \frac{RWC}{r_{e,pcp}} \right) dz
$$

(4.4)

On the right hand size of Eq. 4.3, $\rho_w$ is the density of liquid water, $Q_{ext}$ is the extinction efficiency (set to 2) and $r_{e,clld}$ and $r_{e,pcp}$ are the effective radii corresponding to the cloud and rain water contents. Equation 4.4 supplies the physical model for the optical depth constraint in Eq. 4.3.

4.3.2: Observation and model uncertainties

The data availability from ORACLES enables finer tuning of several key assumptions made in the initial 2C-RAIN product. First, PIA is estimated by taking the difference between $\sigma_0$ in a given radar profile and the observed $\sigma_0$ in a nearby clear-sky profile. Enabling such a change eliminates the need for the look-up table
(LUT) of clear-sky $\sigma_0$ and also has the added benefit of fixing the measurement uncertainty to that of the APR-3 measurement uncertainty (1 dB). For most radar data, clear sky estimates are possible using the aforementioned technique; however, the LUT approach is employed for estimating PIA and PIA uncertainty for scenes where cloud cover exists everywhere. Second, the vertical resolution of the radar and the added $\tau$ constraint allow CWP to be appropriately distributed through the observed cloud. In LL11 and Dzambo et al. (2019), cloud water content was parameterized following Equation 10 in LL11 and assumed CWC was homogeneous with altitude. This algorithm instead assumes that the cloud base altitude occurs at the altitude of maximum reflectivity, and all CWP is distributed from the top of the cloud down to this altitude. During ORACLES, the maximum radar reflectivity sometimes occurs at or near cloud top, meaning the entire CWP would be distributed into the top 1-3 radar bins and result in unreasonably large CWCs. To circumvent this potential problem, the following logic is applied to ensure a reasonable distribution of CWC through the cloud:

1. If the depth of the cloud spans 6 or fewer radar bins, the entire CWP is distributed through the cloud regardless of what the maximum reflectivity is.

2. If the maximum reflectivity occurs near cloud top, but the cloud spans 6 or more radar bins, the CWP is distributed through the top 6 radar bins.

3. If the reflectivity profile spans more than 6 bins, and the maximum reflectivity occurs below the 6$^{\text{th}}$ bin, CWP is distributed from the cloud top to the altitude of maximum reflectivity.
Once the above logic is satisfied, the distribution of CWP follows Bennartz (2007) and other studies which suggested that cloud water content (CWC) increases by a factor of 1/3 vertically, i.e.:

\[
CWC \propto H^{\frac{1}{3}} \quad (4.5)
\]

\[
CWP = \int_{H_{bot}}^{H_{top}} CWC(z)dz \quad (4.6)
\]

Where \(H\) is the in-cloud altitude. Preliminary results from ORACLES show that CWC increases height approximately following Eq. 4.5, though entrainment near the cloud top can result in CWC becoming constant or decreasing with altitude at the top of the cloud [Siddhant Gupta, personal communication]. With this in mind, and noting that it cannot be fully determined whether CWC is always constant (despite not being true most of the time), this source of uncertainty is accounted for in the CWP retrieval. In other words, CWP could be modeled as either:

\[
CWP = \gamma_{ad} \tau_c \rho_w r_e \quad (4.7)
\]

\[
CWP = \gamma_{mono} \tau_c \rho_w r_e \quad (4.8)
\]

Where \(\gamma_{ad}\) in Eq. 4.7 is valid for cases when CWC increases with altitude in cloud (i.e. the adiabatic assumption), whereas \(\gamma_{mono}\) is valid if the cloud has a monodisperse drop distribution. Lebsock et al. (2011) solved for \(\gamma\) explicitly. The source of uncertainty from using the CWP assumption following Eq. 4.7 is 20%. Finally, uncertainty in the RSP effective radius (5%) accounts for the remaining uncertainty in the CWP retrieval. Uncertainty estimates of COD in regimes with LWPs due to high reflectance are unknown at this time, and not accounted for in this version of the algorithm.
To summarize, the resulting diagonal elements along the observational error covariance matrix, $S_y$, follows:

$$ S_y(Z) = \sigma_{Z,meas}^2 + \sigma_{att}^2 + \sigma_{Z,DSD}^2 \quad (4.9) $$

$$ S_y(\tau) = \sigma_{\tau,meas}^2 + \sigma_{cwp}^2 + \sigma_{fe}^2 \quad (4.10) $$

$$ S_y(PIA) = \sigma_{PIA,meas}^2 \quad (4.11) $$

Despite the fact that only the AB11 DSD is used (compared to two different DSDs as in LL11), the uncertainty in reflectivity remains set to 2 dB to allow for potential overestimation of the error from the DSD. Given that the APR-3 radar has collocated Ka-band and Ku-band radar channels, future versions of this algorithm could use this information as a constraint on attenuation at each level, allowing (for example) the changes in DSD parameters (e.g. slope and shape parameters) to account for $\sigma_{Z,DSD}^2$ instead of a constant value.

### 4.3.3: A priori estimate

The a priori constraint, or the “first guess”, serves to keep the algorithm from retrieving unrealistic precipitation rates and CWP. As in LL11, the full profile of rainfall rates is set to a first guess of 0.1 mm/hr with a variance that extends 3 orders of magnitude around this value. The minimum and maximum retrievable precipitation rates therefore fall between $10^{-4}$ and $10^2$ mm/hr. Even with the suite of observations available from ORACLES, it is nearly impossible to know for sure what the a priori state might be given unknowns such as the DSD variability. The a priori constraint for CWP is somewhat easier to quantify. For this work, an adjusted adiabatic water model is used to estimate the a priori CWP constraint:
\[ CW_{Pa} = \int_{0.8H}^{H} zf_{ad} \Gamma_{ad} dz \]  

(4.12)

The terms \( z, f_{ad} \) and \( \Gamma_{ad} (T, p) \) represent the altitude in-cloud, the degree of adiabacity (1 = fully adiabatic, anything less is sub-adiabatic) and the adiabatic increase of liquid water content with height. The a priori uncertainty is set to 500 g m\(^{-2}\) to cover the entire range of possible CWP values. The caveat of using the full radar profile for the a priori CWP estimate would result in extremely large and unrealistic CWPs, thus, the assumption is made that the a priori CWP is distributed over the top 20% of the cloud (CWP is distributed following the aforementioned logic in section 4.3.2 beginning with the 1\(^{st}\) full retrieval iteration). Following Merk et al. (2016) the terms \( f_{ad} \) and \( \Gamma_{ad} \) are set to 0.8 (unitless) and 2.0 (g m\(^{-4}\)) respectively. The \( \Gamma_{ad} \) term is a function of both pressure and temperature [Albrecht et al., 1990; Merk et al., 2016]; however, computing this to an exact value offers no additional value to the algorithm given the large uncertainty associated with this constraint. Lebsock et al. (2011) computed the ratio of CWP to RWP using MODIS and CloudSat data in an attempt to provide a priori boundaries for similar remote sensing retrievals. Finally, the a priori estimate of CWP in the absence of RSP cloud data does not affect any precipitation retrieval due to the precipitation retrieval’s insensitivity to cloud water content (not shown).

4.3.4: Contribution matrices

With any inversion technique, sources of uncertainty affect the final retrieved quantity. To assess the relative contribution of each source of uncertainty
to the retrieved rainfall rates at each level, along with the sources of uncertainty to the CWP, the contribution matrix or C-matrix to the total retrieval error covariance $S_x$ (following L11):

$$S_x = C_{apr} + C_Z + C_{\tau} + C_{\text{PIA}} \quad (4.13)$$

$$C_{apr} = S_a^{-1} \quad (4.14)$$

$$C_Z = K^T S_Z^{-1} K \quad (4.15)$$

$$C_{\tau} = \frac{L^T L}{\sigma_{\tau}^2} \quad (4.16)$$

$$C_{\text{PIA}} = \frac{M^T M}{\sigma_{\text{PIA}}^2} \quad (4.17)$$

Where $K$, $L$ and $M$ are partial derivatives of reflectivity, optical depth and PIA (respectively) with respect to some perturbation. Each C-matrix is not truly a “matrix”, but rather a fractional value (between 0 and 1) derived from the error covariance matrices. A value of 1 from any of Eq. 4.14-17 implies that the entire source of uncertainty stems from that representative quantity. The improved uncertainty characterization by virtue of having high-resolution data from ORACLES offers a unique opportunity to assess the impact of each C-matrix on the final retrieved quantities and their respective uncertainties. A similar method was employed in Leinonen et al. (2018), where a multi-frequency radar technique was developed for snowfall and demonstrated the utility of ensuring their retrieved quantities were well constrained to the observations.

4.3.5: Other updates to the 2C-RAIN algorithm
One difference between the 2C-RAIN dataset discussed in Chapter 3 and the new dataset discussed here is that both the *near surface* rainfall rate and the surface rainfall rate are reported. After evaluating near-surface (i.e. at the lowest radar bin unaffected by ground clutter) rain rates compared to evaporation-corrected rain rates, very light precipitation of less than \( \sim 10^{-2} \) almost always fully evaporates in the \( \sim 200 \) meters between the surface and the lowest radar bin. Figure 5 in Kalmus and Lebsock (2017) shows that the change in reflectivity drops off exponentially (i.e. much more than 3 dB) for mean drop sizes of less than 40 microns. Many W-band reflectivity profiles extended to the “blind zone” where the reflectivity at the lowest bin would often be less than \(-15\) dBZ. The evaporation model, as a result, typically reduces the near-surface rain rate by several orders of magnitude. The exact reduction is also predicated on the other retrieval mechanics (e.g. attenuation effects on \( R \), correlation of errors, etc.).

### 4.4: Algorithm performance

A total of 1.28 million collocated RSP and APR-3 profiles containing valid RSP COD and \( r_e \) and APR-3 detected cloud cover span all 3 ORACLES deployments. Retrieved precipitation rates greater than 1 mm/hr (or 24 mm/day) make up a small fraction of the total dataset, however, trade cumulus near the Equator and cumulus in the StCu-to-Cu transition region around Ascension Island often contained surface precipitation rates greater than 1 mm/hr. For the sake of demonstrating the algorithm’s performance across *all* conditions observed during ORACLES, two representative case studies are selected and presented here.
4.4.1: Case study #1: trade cumulus scene

On 12 Oct. 2018, heavily precipitating trade cumulus was observed by the APR-3 along a NW-to-SE flight track just south of the Equator (Fig. 4.1). The observed W-band reflectivity exceeded 20 dBZ through many of the profiles, and experienced heavy attenuation exceeding 20 dB during the first minute of the scan. During this time, the 2C-RAIN algorithm corrects the near-surface reflectivity (from the lowest resolvable bin up to ~700 meters) by 15-25 dB. For several profiles, the propagation of errors by the algorithm results in non-retrievable solutions and are indicated by white “stripes” in the middle panels of Fig. 4.1. Also worth noting are the lack of retrieval data in the first ~10 seconds of the scan where cloud and light precipitation are present but the profile of reflectivity indicates a combination of weak “rain-out” near the surface and broken, non-contiguous vertical cloud. The modeled PIA (gray line) is also much less than the observed PIA (black line), which indicates either minimal precipitation was present or the cloud was (again) vertically incongruent.

In Fig. 4.1, five “white streaks” appear in the plots containing modeled reflectivity and RWP/RR where the algorithm did not converge on a valid precipitation rate profile. While continuous non-retrieved profiles are a small fraction of the total number of available reflectivity profiles, a non-retrieval most often occurs when there is (1) appreciable PIA greater than a few dB and (2) “virga” characteristics, or a continuous reflectivity profile far above the surface.

Optical depths observed by the RSP for this scene, with few exceptions, exceeded 20 units (of optical depth. The heaviest precipitation within the first
minute of the scan, evident in the modeled reflectivity plot and corroborated by the RWP/RR retrieved quantities, results in rain optical depths approaching 5 units. Corresponding RWP retrievals fall in the ~300-500 g m\(^{-2}\) range with the heaviest rain containing nearly 800 g m\(^{-2}\) of RWP. The CWP associated with these heaviest rain cells are below ~100 g m\(^{-2}\). Qualitatively, noting the 20+ dB PIA and large RWP, it is unsurprising to see the largest LWP exceed 1000 g m\(^{-2}\). Data contained in the 2\(^{nd}\) minute of the scene showed in Fig. 4.1 tell a much different story. Total optical depths in this range generally vary between 5 and 10 units, but the much lower RWC and less than 1 dB of PIA contained in these profiles results in the total LWP being dominated by CWP. Broken cloud is evident between minutes 1.4 and 1.6, which introduce a potential source of uncertainty in the RSP COD via 3-D effects.
Figure 4.1: 2C-RAIN retrieval from a heavily precipitating trade cumulus cloud observed by the APR-3 (top) on 12 Oct. 2018. The model-corrected reflectivity (top-middle) for this scene, along with retrieved RWC (top-center) and rainfall profile (bottom-center), are also shown. The bottom two panels show retrieved water paths (cloud, rain and total; square markers), rainfall rates (surface or evaporation-corrected rainfall rate and near-surface rainfall rate; star markers), attenuation ('PC' or observed and '2C-RAIN' or modeled; square markers) and optical depths (cloud, rain and total; star markers). No quality control flags are applied to the data shown in this figure.
The mean profile of measurement contributions and a priori contributions to the retrieved rainfall rate at each level, along with the measurement and a priori contributions to the retrieved CWP, are shown in Fig. 4.2. From the main panel of Fig. 4.2, the reflectivity profile contributes the most to the final retrieved precipitation profile, with the a priori constraint contributing ~10-20% of the uncertainty in the bottom half of the profile. PIA contributes a small but non-negligible amount of uncertainty in the lowest bins (consistent with results shown in LL11). The PIA contribution often exceeds 5-10% for the largest rainfall rates (not shown) and, unsurprisingly, adds further uncertainty to near-surface rainfall rates. The bottom half of all profiles in scene have a mean precipitation rate uncertainty anywhere between 300-1000%. Near the top of the cloud, where reflectivity exclusively contributes uncertainty, the retrieved precipitation rate uncertainties hover closer to 100%.

The C-matrix allows an extra layer of quality control by filtering out profiles where 2C-RAIN relied too heavily on one component. For example, Fig 4.2 clearly shows that the a priori constraint contributed heavily to a significant number of retrieved rainfall rates, and eliminating profiles where the retrieval relied heavily on the a priori constraint would leave remaining only profiles where the final uncertainty were determined by the PIA, reflectivity and optical depth. Figure 4.3 shows how the profile of mean precipitation rate uncertainty changes when the PIA and a priori constraints are eliminated from the pool of available profiles. The mean contribution from the a priori constraint is < 0.05 at all levels in this scene, however, removing profiles with the a priori constraint (any profile with an a priori
contribution > 0.01) results in a reduction of uncertainty by factors of 2-5.

Eliminating the contributions of PIA to the total uncertainty yields a minor reduction to the mean uncertainty profile but is not nearly as dramatic as when the a priori contribution is removed. Although very few heavily precipitating scenes were observed in the SE Atlantic StCu deck, Fig. 4.2 and Fig. 4.3 provide enough motivation to filter out data where the rain rate had any appreciable contribution by the a priori constraint. Because the number of profiles removed in this manner is low relative to the total number of profiles, any biases resulting from this filtering would be negligible.
Figure 4.2: Mean contribution matrix (or C-matrix) calculations relative to cloud height for the radar profiles shown in Fig. 4.1. The C-matrix for each retrieved rainfall rate, as well as CWP, was calculated according to Eq. 4.13. Individual C-matrix profiles are normalized to the full length of the reflectivity profile (i.e. 0 = radar echo base, 1 = radar echo top). Data below the dashed line indicates a C-matrix calculation for both the surface (i.e. corrected for evaporation) and near-surface precipitation rates and is exactly the same for both precipitation rate quantities. In the bottom panel, the contributions from reflectivity, optical depth, PIA and a priori uncertainties are respectively shown in black, blue, gray and orange.
Figure 4.3: As in Fig. 4.2, but for profiles where the a priori constraint contributed minimal uncertainty (solid line) and profiles where the PIA contributed minimal uncertainty (dashed lines).

The sensitivity of the CWP to the reflectivity, optical depth, a priori constraint and PIA behaves differently for each constraint. As expected, optical depth contributes approximately 80% to the total uncertainty, with the reflectivity contributing the remaining 20%. The a priori constraint makes a very minimal
contribution to the CWP. Compared to the rain rates at any level, however, CWP is less sensitive to the a priori constraint. This is likely because the uncertainty associated with the CWP does not span many orders of magnitude like the uncertainties associated with precipitation rates.

4.4.2: Drizzling stratocumulus scene

The scene in Fig. 4.1 represents both a rare and extreme case from ORACLES. Figure 4.4 showcases a typical drizzling stratocumulus scene from the campaign. This scene, which spans a little over one minute, contains two drizzling cells with maximum column rain rates barely reaching 1 mm day$^{-1}$. Nearly every profile contains a RWP between 0.1 and 10 g m$^{-2}$. The retrieved rainfall rates also correspond well with the observed and modeled PIAs: the observed PIAs are generally less than $\sim$2 dB, leaving the vast majority of modeled PIA values well below 1 dB (recall that the uncertainty in the observed PIA is 1 dB). The scene shown in Fig. 4.4 also showcases a nearly uniform CWP and total optical depth. As noted previously, the RSP performs best over non-broken cloud, and given that most total LWPs are under 150 g m$^{-2}$ in this scene, the retrieved CWPs are among the most trusted and accurate with uncertainties between 25-30%.
Figure 4.4: 2C-RAIN retrieval from lightly drizzling stratocumulus cloud observed by the APR-3 (top) on 24 Aug. 2017. The model-corrected reflectivity (top-middle) for this scene, along with retrieved RWC (top-center) and rainfall profile (bottom-center), are also shown. The bottom two panels show retrieved water paths (cloud, rain and total; square markers), rainfall rates (surface or evaporation-corrected rainfall rate and near-surface rainfall rate; star markers), attenuation ('PC' or observed and '2C-RAIN' or modeled; square markers) and optical depths (cloud, rain and total; star markers). No quality control flags are applied to the data shown.
in this figure. The lower LWP and optical depth values around minute 10.5 correspond to a short period where the RSP was not operating.

The C-matrix computations and mean precipitation rate uncertainties for the weakly drizzling scene in Fig. 4.4 are given in Fig. 4.5. Unlike the heavily precipitating trade cumulus in Fig. 4.1, the uncertainty contributions to the retrieved precipitation rate profile come almost entirely from the reflectivity. This finding follows both LL11 and Lebsock et al. (2011), which found that the 2C-RAINPROFILE algorithm for CloudSat nearly exclusively relies on the observed reflectivity profile in the retrieved precipitation rate profile for weakly (or non-) drizzling stratocumulus. When comparing the uncertainties between Fig. 4.5 and Fig. 4.2, the uncertainty in the bottom half of the heavily precipitating profiles scale down by factors of 2-3 compared to the weakly drizzling profiles. This difference is almost assuredly due to the large attenuation propagating uncertainties deeper into the cloud [Hitschfield and Borden, 1954]. Comparing Fig. 4.5 and Fig. 4.2 also reveals very little mean contribution by the PIA, whereas the PIA contributed heavily to the retrieved precipitation rates analyzed in LL11. This could be due to one of two reasons:

1. The PIA integral constraint is not linked to the retrieved cloud water path as in Lebsock et al. (2011), and/or

2. The PIA uncertainty is manifested in the reflectivity uncertainty through the $\sigma_{a_{\text{att}}}^2$ term, thereby distributing the (little) attenuation through the column.
Figure 4.5: Mean contribution matrix (or C-matrix) calculations relative to cloud height for the radar profiles shown in Fig. 4.4. The C-matrix for each retrieved rainfall rate, as well as CWP, was calculated according to Eq. 4.13. Individual C-matrix profiles are normalized to the full length of the reflectivity profile (i.e. 0 = radar echo base, 1 = radar echo top). Data below the dashed line indicates a C-matrix calculation for both the surface (i.e. corrected for evaporation) and near-surface precipitation rates and is exactly the same for both precipitation rate quantities. In the bottom panel, the contributions from reflectivity, optical depth, PIA and a priori uncertainties are respectively shown in black, blue, gray and orange.
The contributions to the precipitation rate uncertainty are further elucidated in Fig. 4.6, which again partition profiles by the PIA and a priori C-matrices. Removing profiles with any considerable amount of contribution by the a priori constraint results in much less of a change compared to the trade cumulus scene, though a modest mean uncertainty reduction is noted for the top-most bins. The mean uncertainties near cloud top in this scene reflect weak precipitation on the order of ~10^{-2} or less. The evaporation model results in complete evaporation of all near-surface precipitation rates, which is expected given the mean rain drop radius near the surface were consistently less than ~40 μm (not shown).

The C-matrix computations for CWP reveal contributions of over 0.4 by the observed reflectivity with the remaining contribution coming almost entirely from the observed optical depth. This contribution is nearly twice that observed by the trade cumulus scene, presumably because less uncertainty exists through the reflectivity profile thus mitigating uncertainty in the modeled optical depth by a large RWP. When removing profiles due to an appreciable a priori contribution, the optical depth fills in the remaining contribution to the final uncertainty. Unlike the rainfall rates, however, the a priori uncertainty does little to affect the final uncertainty in CWP, with most uncertainties falling between 25-30%. To summarize:

1. For cases when optical depth is appreciable and moderate to heavy precipitation is falling, the CWP retrieval relies more on the observed optical depth because large RWP affects the uncertainty in the optical depth more
than the reflectivity, and reflectivity is subject to both attenuation and DSD uncertainties that propagate deeper into a profile.

2. For cases in weakly or non-drizzling StCu, the uncertainty in the optical depth becomes larger relative to the uncertainty in the reflectivity due to less DSD and attenuation uncertainty (even though RWP is small), resulting in a larger contribution by the reflectivity.

3. Regardless of the case, the measured optical depth consistently contributes approximately 0.5-0.7 of the total uncertainty in any CWP retrieval.
Figure 4.6: As in Fig. 4.5, but for profiles where the a priori constraint contributed minimal uncertainty (solid line) and profiles where the PIA contributed minimal uncertainty (dashed lines).

4.5: Precipitation susceptibility

With fully characterized CWP and precipitation retrieval products generated, along with collocated HSRL-2 and RSP measurements, a comprehensive remote sensing analysis on StCu precipitation susceptibility and precipitation suppression.
As previously noted, the key advantage of using the ORACLES dataset for this analysis – specifically with the HSRL-2 – lies in the fact that the “gap” distance between the aerosol layer and StCu cloud deck can be reasonably determined. Using this fact in conjunction with the retrieved cloud and precipitation metrics, the science questions of interest (supporting SQ2 in Ch. 1) are as follows:

1. When controlling for EIS, are larger CWP estimates obtained in scenarios where the aerosol layer is touching the cloud, and if so, are they statistically significant from non-touching cases?
2. When controlling for EIS, is precipitation suppressed in scenarios when the aerosol layer is touching the cloud?
3. Accounting for uncertainties in the magnitude of rainfall rate, are statistically different rain rates observed in touching vs. non-touching scenarios?
4. What are the differences in the ratio of CWP to RWP observed between touching and non-touching scenarios?

The above science questions aim to address part of the long-standing questions on the aerosol lifetime effect.

4.5.1: Gap distance definition

The “touching vs. non-touching” framework adopted here allows for an analysis of the likelihood of aerosol effects on the underlying StCu cloud layer. Aerosol indirect effects cannot be fully ascertained using this framework because, without concurrent in-situ measurements for all profiles, the actual amount of aerosol in the PBL is indeterminable. Diamond et al. (2018) recently showed that
Free tropospheric aerosols are very poorly correlated with MBL aerosols, implying that contact time between the aerosol layer and StCu deck along with entrainment rate must be at least considered for any indirect effect analysis. Such an analysis is difficult to perform without (for example) dropsonde data that could provide accurate moisture, temperature and wind profiles necessary for the computation of entrainment rates. To simplify this study, without introducing further ambiguity or uncertainty in any remaining results, a “gap distance” metric proxies the degree to which the aerosol layer is in contact with the cloud.

Figure 4.7 shows a full HSRL-2 curtain for the 15 Aug. 2017 research flight. Aerosol contacted the MBL throughout the entire flight, as evidenced by aerosol backscatter coefficients exceeding 1 Mm$^{-1}$ Sr$^{-1}$ and above-cloud AODs exceeding 0.3 nearly everywhere. Not unsurprisingly, smoke was the primary aerosol in contact with the MBL on this day with patches of fresh smoke and dusty mix present during a few short segments on this flight. Figure 4.7 also reveals polluted-marine, marine, and dusty mix aerosols throughout the MBL. MBL aerosols are consistently observed in this fashion during ORACLES, and though not explicitly considered in this analysis, the influence of marine or polluted-marine aerosols is expected to be consistent throughout ORACLES. In any case, smoky aerosol clearly contacts the MBL for this case and thus assumed that overlying aerosols influenced underlying cloud/precipitation in some fashion.
**Figure 4.7:** A full HSRL-2 curtain from the 15 Aug. 2017 research flight. The top panel shows the cloud-screened aerosol backscatter coefficient in Mm$^{-1}$ Sr$^{-1}$, which proxies both the mass and volume of aerosol at a given bin and has a resolution of 15 m. The middle panel shows the aerosol classification for this curtain following Burton et al. (2012), and the bottom panel shows the above cloud aerosol optical thickness and has a range resolution of 315 m. Data in the top and bottom panels are from the 532 nm channel. Black lines indicate the cloud top altitude.

Figure 4.8 shows the HSRL-2 lidar curtain from the 17 Oct. 2018 flight.

Dubbed the “bacon-layer” case, with the 2 km aerosol backscatter coefficient
resembling a strip of bacon, the aerosol backscatter coefficient and above-cloud AOD are much less overall compared to the same metrics in Fig. 4.7. The case shown in Fig. 4.8 clearly shows aerosol-cloud gaps in the early and late flight segments. While the aerosol-cloud gap is visually obvious, quantifying the actual distance is challenging because the aerosol backscatter coefficient is almost always non-zero. To circumvent this, the above-cloud AOD can be utilized as a secondary check. Since AOD always increases away from the lidar assuming aerosol is present in every layer, the slope of the change of AOD with respect to altitude is exploited. Given these examples, the following criteria is used to define a cloud-aerosol gap:

1. An above-cloud AOD of 0.1 or less,
2. An above-cloud AOD slope of -0.05 km\(^{-1}\) or greater (positive slope implies decreasing layer optical depth toward cloud), and
3. An above-cloud aerosol backscatter coefficient (BSC) of 0.25 Mm\(^{-1}\) Sr\(^{-1}\) or less [suggested by Sharon Burton, HSRL-2 Co-Investigator, personal communication].

The first criterion of an AOD less than 0.1 mitigates uncertainties due to the aerosol semi-direct effect, even if the vast majority of aerosol is contained just above the cloud-aerosol gap. The second criterion checks the first criterion by ensuring that the bulk of the above-cloud AOD lays sufficiently above the StCu cloud deck. Finally, the last criterion ensures a negligible amount of aerosol (if any) is directly above the StCu cloud deck should the AOD or AOD slope lay just outside the bounds of their respective criterion. The selected criterion were objectively chosen and carefully considered the main concern that strictly screening data based on “no”
contact (e.g. AOD < 0.05, aerosol BSC < 0.1) would result in an overwhelming majority of cases (> 95%) classified as contacting the StCu cloud deck. Thus, results presented hereafter should be interpreted as “weak or no contact” versus “aerosol contact”. To summarize, a profile where aerosol is “not touching” implies no aerosol semi-direct nor indirect effects from the above-cloud aerosol layer, whereas a “touching” profile means the above-cloud BB aerosol layer directly contacts the StCu cloud deck. Partitioning semi-direct effects from non-touching scenes is not attempted for this work, and will be a topic of future research.
Figure 4.8: As in Fig. 4.7, but for the 15 Aug. 2017 research flight.

Figures 4.9 and 4.10 demonstrate the cloud-aerosol gap computations. In the case of Fig. 4.10, cloud-aerosol gaps do not exist thus revealing no positive slopes (corresponding to decreasing AOD closer to cloud top) confirm this. For all available data from the 15 Aug. 2017 research flight, the BB aerosol layer is indubitably in contact with the underlying StCu cloud layer. Conversely for the 17 Oct. 2018 research flight, aerosol BSC is fairly low everywhere with the exception of the
“bacon layer”. The above-cloud AODs, unsurprisingly, exceeds 0.5 everywhere above the bacon layer but barely exceed 0.1 to 0.2 during other flight segments. A small fraction of slopes computed from Fig. 4.8 reveal decreasing AOD closer to cloud top and roughly corresponds to the fact ∼20% of all segments (near 8 UTC and 13-14 UTC) have no aerosol-cloud gap (Fig. 4.10). Prior to any collocation with the APR-3 or RSP datasets, there are 16,617 possible gaps between the 2017 and 2018 experiments, and following the aforementioned gap classification logic, 14% of these gaps qualify as non-contact.
Figure 4.9: The average aerosol above-cloud optical depth (left) and the change in AOD across two range bins above cloud (~630 m, or two HSRL-2 range bins; right) for the 15 Aug. 2017 research flight. A negative slope corresponds to increasing AOD from the HSRL-2 toward the cloud.
Simplifying results using a gap distance metric, in this context, can disseminate the effects of aerosols on precipitation frequency and cloud lifetime assuming other processes (i.e. meteorological and environmental controls) have been accounted for. Figures 4.9 and 4.10 demonstrate that aerosols contact the majority of cloudy profiles. Sampling contact vs. non-contact profiles, on top of
parsing data by EIS, requires careful statistical consideration especially since (as suggested by Fig. 4.7 and Fig. 4.8) aerosol contact with the StCu and low EIS conditions prevail most often.

Numerous studies connected variability in StCu total LWP with the diurnal cycle [Pincus et al., 1997; Wood 2012]. One convenient advantage of the ORACLES dataset to at least somewhat mitigate uncertainty due to diurnal effects is the fact that outbound, high altitude transit flights took place at approximately the same time every flight (~08 to 13 UTC). The implication here is that the first hour or two of each flight in 2017 and 2018 occur in lower EIS regimes and subject to less heating, whereas measurements taken near the end of the outbound high-altitude transits likely occur during peak diurnal heating. To mitigate the uncertainty in results due to the diurnal cycle, only data collected on these outbound transit flights are used.

4.5.2: Assessment of aerosol effects on cloud and precipitation properties

General statistics of CWP/RWP fraction are summarized in Fig. 4.11. The CWP/RWP statistic is chosen here because it encapsulates both CWP and RWP and indicates when a cloud is CWP or RWP dominated. For ORACLES, most CWP/RWP ratios were between 30:1 and 90:1, indicating (perhaps unsurprisingly) that most clouds contained little if any precipitable water. When partitioning by maximum column precipitation rates for light rain, typical CWP/RWP ratios fall to 1:2. Conversely, for very light drizzle at 0.01 mm/hr or less, ratios exceeding 100:1 are not uncommon. The sensitivity of the CWP/RWP ratio to RWP is especially striking,
and perhaps offers more insight into potential cloud-aerosol-precipitation interactions than radar data alone (i.e. RWP and RR only) can provide.

Figure 4.11: Box-and-whisker plots of CWP to RWP ratio for the ORACLES field campaign. The middle and right box-and-whisker plots correspond to light rain and light drizzle respectively.
Chapter 3 concluded that environmental controls must be considered prior to an aerosol indirect effect analysis. Figure 4.12 shows RWP, CWP and maximum column precipitation rate as a function of SST and EIS. Given the wide spread of data across a number of conditions, all correlations relating each cloud/precipitation variable to SST or EIS are weak. These variables are, however, slightly more correlated with EIS than SST. Despite these low correlations, the trends in data undeniably show some dependence on EIS and, to a lesser extent, SST. One particular trend that stands out is that larger CWP, RWP and RR occur with warmer SST but smaller CWP, RWP and RR occur with increasing stability.
Figure 4.12: Retrieved RWP, CWP and maximum column precipitation rate (left to right) as functions of SST (top) and EIS (bottom). The dark lines represent 1st order lines of best fit. Pearson correlation coefficients are given in the title of each subplot. Colored pixels represent data where at least 30 points are binned. Each subplot is normalized to the number of points in the entire plot, with the red/gray pixels corresponding to values near 1.

When further partitioning data by the predefined aerosol contact versus non-contact scenarios, evidence of precipitation susceptibility arises from the CWP and RWP data (Table 4.1). When controlling for moderate (> 2 K) and strong (> 4) EIS scenarios, the ratio of CWP/RWP becomes much larger, indicating that increased stability leads to a higher likelihood of lower RWP. The estimated median
precipitation rate also decreases in the stable scenario (compared to the non-contact case), however, no results involving precipitation rate are statistically significant (p values > 0.1, or not significant at the 90% level).

Table 4.1: Summary of median CWP, RWP and maximum column precipitation rate for contact and non-contact scenarios, partitioned by stable (EIS > 2 K, or EIS > 4 K in parenthesis) or unstable (EIS < 0 K) environmental conditions.

<table>
<thead>
<tr>
<th></th>
<th>CWP/RWP contact</th>
<th>CWP/RWP non-contact</th>
<th>P-value (CWP/RWP)</th>
<th>RR contact</th>
<th>RR non-cont.</th>
<th>P-value (RR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stable</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EIS &gt; 2K</td>
<td>77.6</td>
<td>36.6</td>
<td>&lt;&lt; 0.01</td>
<td>0.212 mm/day</td>
<td>0.289 mm/day</td>
<td>0.137</td>
</tr>
<tr>
<td>EIS &gt; 4K</td>
<td>91.4</td>
<td>32.0</td>
<td>&lt;&lt; 0.01</td>
<td>0.116 mm/day</td>
<td>0.252 mm/day</td>
<td>0.298</td>
</tr>
<tr>
<td>Unstable</td>
<td>47.8</td>
<td>48.7</td>
<td>&lt;&lt; 0.01</td>
<td>0.291 mm/day</td>
<td>0.180 mm/day</td>
<td>0.172</td>
</tr>
</tbody>
</table>

A very interesting result lies in the unstable data. For CWP, RWP and precipitation rate, all three median estimates increase when in contact with the aerosol layer. The statistically different CWP/RWP ratio, despite being similar within 1 unit between the contact and non-contact cases, is likely due to the fact that both CWP and RWP increase. Precipitation rate, similarly, increases when in contact with the aerosol layer. This result falls in line with Small et al. (2009) and Douglas and L’Ecuyer (in prep), which found that decreased cloud lifetime could occur in unstable environments. This phenomenon is likely explained by aerosol-induced invigoration, where increased aerosol loading allows for both cloud-size and rain-size droplets to grow to larger sizes before precipitating. Aerosol-induced
invigoration would also explain why the retrieved precipitation rates are generally larger in unstable environments. Evidence for aerosol invigoration exists in several observational studies [e.g. Koren et al., 2014; Mace and Abernathy, 2016] as well as modeling studies [e.g. Small et al., 2009; Oreopoulos et al., 2020 and reference therein]. Finally, given that most clouds measured in 0 K or less EIS regimes are likely transitioning StCu to Cu, or outright Cu, this result adds evidence to the idea that aerosols could invigorate precipitation albeit at the expense of cloud lifetime.

To this end, EIS has been used as a proxy for cloud type where unstable regimes assume cumulus-dominant and stable regimes assume stratus or StCu-dominant environments. A more thorough investigation would examine both EIS and cloud type, including how often open-cell or closed-cell clouds prevail, prior to repeating the analysis presented in this section. Cumulus in deeper MBLs is especially susceptible to aerosol invigoration, hence why a cloud-type specific analysis could further elucidate aerosol-cloud interactions.

The presented results offer evidence backing up previous studies that find precipitation suppression in stable environments and in contact with an overlying aerosol. Controlling for LWP [Albrecht 1989] could add further evidence to the results presented here, where CWP/RWP ratios may also indicate evidence for increased cloud lifetime. Reflectance data from the RSP could supplement this analysis by investigating possible increases in cloud albedo (corresponding to decreases in mean effective radius. Retrieved number concentrations from the RSP could also supplement this analysis by making a direct precipitation susceptibility measurement possible [Sorooshian et al., 2009] via the change in retrieved 2C-RAIN
precipitation rates as a function of the change in retrieved droplet number concentration. All of these suggested routes for future study, however, do neglect an important process: cloud processing of aerosols. The observed cloud-aerosol gaps could either be a physical separation of the StCu cloud and aerosol layers or evidence of aerosol processing via entrainment. The latter process is extremely difficult to observe, although it remains highly likely that both the entrainment of aerosols and physical separation occur.

4.6: Conclusions

In this chapter, a CWP retrieval product was added to the existing 2C-RAIN algorithm. Uncertainties in CWP lie in the 25-30% range. CWP, RWP and maximum column precipitation rate each increase with increasing SST but decrease with increasing EIS, although a large range of values are possible especially at warm SSTs and in highly stable environments. Statistically different CWP/RWP ratios between aerosol contact and non-contact regimes in stable environments hint at potential aerosol-based precipitation suppression. Ongoing analyses from the ORACLES cloud probe groups find a similar result under stable environments [Siddhant Gupta, personal communication]. Further tests are needed, including controls for total LWP, as well as supplementary reflectance, number concentration and effective radius data, to investigate the cloud albedo and lifetime effects. Each of these analyses will lend additional credence to the primary result indicating a marked increase in CWP relative to RWP with increasing stability and aerosol contact. Evidence for aerosol invigoration was found when evaluating data in the unstable
regime, which also represents another interesting avenue of research beyond the primary scope of this chapter.
Chapter 5: The role of evaporation in SE Atlantic stratocumulus clouds on Earth’s energy budget

To re-emphasize, one of the main science questions seeks to answer how much (or little) evaporating virga or drizzle in SE Atlantic StCu contributes to Earth’s energy budget. Using the updated 2C-RAIN dataset outlined in Chapter 4, and taking advantage of both the vast quantity of radar measurements and the geographical expanse of measurements from ORACLES, this chapter outlines a process for quantifying evaporation rates from both virga and precipitation and generates an estimate of total latent cooling from SE Atlantic StCu.

5.1: Introduction

Stratocumulus clouds are widespread over the Earth’s subtropical oceans, and are a critical component of Earth’s global energy balance [Lamb and Verlinde, 2011; Wood 2012]. These clouds can form under a wide variety of conditions globally, but over the subtropical oceans, StCu clouds are typically formed under regions of large-scale subsidence and lower tropospheric stability [Wood and Bretherton, 2006]. Precipitation processes in StCu clouds are especially important for governing their lifetime [Albrecht 1989]. Precipitation leads to the redistribution of cloud condensation nuclei through the planetary boundary layer and scavenging of aerosol particles [Radke et al., 1980; Hou et al., 2018], where both of the aforementioned processes modify local cloud properties. Understanding precipitation processes also requires a priori knowledge of environmental controls
including, but not limited to, boundary layer decoupling and entrainment [Wood 2012; Zhang et al., 2016; Douglas and L’Ecuyer, 2019].

Precipitation is also one of the largest sources of uncertainty in the global energy balance. In global energy budget frameworks, precipitation balances surface evaporation [Stephens et al., 2012]. The largest sources of both precipitation and evaporation come from the oceans [Baumgartner and Reichel, 1975]. Stephens et al. (2012) adjusted a previous estimate of latent heat flux to $80 \pm 10$ W m$^{-2}$ due to CloudSat CPR-based measurements indicating increased global precipitation fraction (relative to what was previously known). Some of the uncertainty in this estimate is inherently due to the uncertainty in the vertical distribution of latent heating. While the distribution of latent heating (or cooling) does not affect the global balance between surface evaporation and precipitation, the amount and distribution of latent heating or cooling could strongly impact (for example) marine boundary layer mixing, cloud fraction and precipitation processes [Feingold et al., 1996a].

Observational studies of sub-cloud evaporation in our atmosphere remain severely limited, and existing studies of evaporation required numerous assumptions to make them possible. Lolli et al. (2017) found that evaporation rates retrieved from lidar and radiosonde measurements compared well with the analytical solution proposed by Li and Srivastava (2001), however, only two cases were presented in this study and horizontal drift by radiosondes introduce ambiguity in air mass sampling. Spaceborne radiometer-based studies of virga provide large-scale spatial context of virga and precipitation; however, these studies
are limited by the radiometer's classification of virga as surface precipitation [Wang et al., 2018]. Yang et al. (2018) recently showed that, for StCu data collected in the North Atlantic Ocean, 83% of StCu observed in their study were drizzling but only 31% of those drizzling cells actually reached the surface. When drizzle does not reach the surface, the sub-cloud layer immediately below cloud base cools, resulting in destabilization and increased mixing of the underlying planetary boundary layer [Feingold et al., 1996a]. This scenario for virga is especially true, given that drizzle-size drops usually evaporate within a couple hundred meters below cloud base [Fox and Illingworth, 1997]. Understanding processes that lead to virga and drizzle formation in StCu have wide-reaching implications on cloud feedbacks, cloud-aerosol-precipitation interactions, and the local environment [Nelson and L’Ecuyer, 2018].

This study aims to build upon recent observational studies such as Yang et al. (2018) by quantifying properties of virga and precipitation during the ObseRvations Above CLouds and their intEractions (ORACLES) field campaign from 2016-2018 [Redemann et al., in prep]. To our knowledge, virga characteristics and evaporation rates from virga have never been quantified over the SE Atlantic basin, thus representing one of the first extensive observational studies of virga for this region. Furthermore, precipitation properties derived from airborne radar during ORACLES [Dzambo et al., 2019] offers a unique chance to quantify and compare the latent cooling amounts from evaporating precipitation and virga. Though not covered in this study, the presence of a biomass burning (BB) layer over the SE Atlantic StCu deck offers a unique dataset for evaluating the effects of aerosols on cloud and
precipitation processes, which remain poorly understood processes [Stevens and Feingold, 2009]. Due to the lack of observational-based estimates of evaporation from virga and precipitation in the current literature, this study emphasizes the quantification of evaporation rates and fluxes with a focus on environmental controls. The next section describes the datasets used for this study.

5.2: Datasets

For this study, we use the 2C-RAIN product generated from ORACLES Airborne Precipitation Radar - 3rd Generation (APR-3) radar data for the 2016, 2017 and 2018 campaigns [Dzambo et al., 2019]. Approximately 1.3 million profiles from the 2016 (~52,000), 2017 (~590,000) and 2018 (~650,000) campaigns are analyzed following the criteria described in this section. A brief description of both the APR-3 and 2C-RAIN datasets are also provided here. All data used in this study can be accessed via the NASA ESPO data archive for ORACLES [https://espoarchive.nasa.gov/archive/browse/oracles].

5.2.1: APR-3 Radar Data

The APR-3 is a triple-frequency (Ku-, Ka-, and W-band) airborne radar utilized during all three ORACLES field campaigns, which took place at various times during the southern African continent’s biomass burning (BB) season. The role of the APR-3 was to profile clouds and characterize precipitation over the southeast Atlantic Ocean, specifically in regions where the BB layer interacted with the Southeast Atlantic StCu deck. Most StCu observed during ORACLES were very thin,
and when they were precipitating, most precipitation rates were very light [Dzambo et al., 2019]. For these reasons, we use only the W-band (95 GHz) channel for this study. Attenuation effects are also accounted for and described in the next subsection.

5.2.2: 2C-RAIN Product

The 2C-RAIN product is an adapted version of the 2C-RAIN-PROFILE product [Mitrescu et al., 2010; Lebsock and L’Ecuyer, 2011; Dzambo et al., 2019], which was designed and implemented for use with CloudSat W-band radar data. W-band reflectivity profiles are first corrected for gas attenuation following Matrosov et al. (2004). Next, an adapted version of the CloudSat 2C-PRECIP-COLUMN [Haynes et al., 2009] algorithm is applied to the gas attenuation-corrected reflectivity data to attain initial estimates of surface rainfall rate, rain rate uncertainty, and hydrometeor attenuation (by comparing the observed surface backscatter or $\sigma_0$ to a reference clear-sky $\sigma_0$).

The 2C-RAIN algorithm is then employed to attain profiles of rainfall rate. This algorithm is a 1-D optimal estimation technique, which aims to minimize the following cost function (similar to Eq. 3.1 and Eq. 4.3):

$$
\Phi = [Z_{sim} - Z]^T S_Z [Z_{sim} - Z] + [x - x_a]^T S_a [x - x_a] + \frac{(\tau_{sim} - \tau)^2}{\sigma_t^2} + \frac{(PIA_{sim} - PIA)^2}{\sigma_{PIA}^2}
$$

(5.1)
Where $Z_{sim}$ is the simulated reflectivity, $Z$ is the APR-3 observed reflectivity, $x_a$ is an a priori estimate of the background state, $\tau_{sim}$ is the simulated optical depth, $PIA_{sim}$ is the simulated path integrated attenuation, $\sigma^2$ is the uncertainty in the optical depth estimate, $\sigma^2_{PIA}$ is the uncertainty in the PIA estimate, and $S_Z (S_a)$ is the error covariance matrix for observational uncertainty (a priori estimate uncertainty). The European Centre for Medium-Range Weather Forecast (ECMWF) Re-Analysis Interim (ERA-Interim) data product [Dee et al., 2011] supplies atmospheric state variables. This algorithm further accounts for non-Rayleigh scattering effects and corrects for multiple scattering.

As in previous studies, the biggest limitation comes from the drop size distribution (DSD) assumption: it is impossible to quantify the exact spectrum of drop sizes for a given reflectivity measurement. The uncertainty from any liquid water content or rainfall rate retrieval, following any DSD assumption, is quite large. As described in Dzambo et al. (2019), rainfall rates are computed using the Abel and Boutle (2012) DSD assumption. Uncertainties in rainfall rate for certain drizzling scenes are typically on the order of 150-200%, with higher uncertainties for smaller rainfall rates. Regardless, the large uncertainties in the retrieved rainfall rates will not introduce bias in any results given the ~1.3 million rainfall rate profiles utilized for this study although the uncertainty arising from the retrieved rainfall rate profiles necessitates a large uncertainty estimate to go with any estimated results.

Figure 5.1 highlights both the APR-3 and 2C-RAIN datasets. The top panel in Fig. 5.1 shows uncorrected W-band radar reflectivity, while the next two panels show the modeled hydrometeor attenuation correction and corrected W-band radar
reflectivity. For this particular case, virga is present in most of the radar profiles along with two distinct surface precipitating cells. Aside from the second precipitating cell, which contains a pocket of reflectivity values greater than 0 dBZ, the vast majority of maximum reflectivity values in each individual profile is between 0 and -20 dBZ. The maximum rainfall rate in each virga profile ranges between 0.01 and 0.03 mm/hr (or ~0.2 to 0.6 mm/day). As we will show later, the maximum rainfall rate in a majority of virga profiles is between those two values.
Figure 5.1: An APR-3/2C-RAIN example from the 31 Aug. 2017 research flight, with this particular radar scan beginning at 12:56 UTC and showing uncorrected W-band reflectivity (top), modeled hydrometeor attenuation (top-middle), corrected W-band reflectivity (middle), profiles of rainfall rate (bottom-middle) and rainfall rates representing surface (green) and profile maximum (violet) from nadir APR-3 and 2C-RAIN data. For this case, scanning W-band data were used, which had approximately 10 dB less sensitivity (e.g. minimum detectable signal was about -20 dB).
5.3: Methods

We evaluate evaporation rates from W-band radar profiles for both virga and surface-precipitating profiles, and the classification methodology for virga and surface precipitation are outlined here. Virga is first defined as any profile with a zero surface rain rate but also contains a maximum reflectivity of at least -15 dBZ, while surface precipitation follows the same logic but with a non-zero surface rain rate. The purpose of the -15 dBZ threshold is twofold: a -15 dBZ threshold follows the minimum criteria for "rain possible" scenes in CloudSat data [Haynes et al., 2009], and -15 is a “near-consensus” threshold value quantified from previous studies showing that drizzle-size drops are present when the maximum reflectivity in a profile is at least -20 to -15 dBZ [e.g. Mace and Sassen, 2000; Kollias et al., 2007; Liu et al., 2008. Wang and Geerts (2003) showed that larger reflectivity values near the cloud top do not always contain drizzle-size drops, but near the cloud base, reflectivity values exceeding the prescribed drizzle threshold are more certain to be actual drizzle drops. Requiring the maximum reflectivity to occur in the lowest half of the reflectivity profile, therefore, reduces uncertainty that the virga profile is indeed precipitating. Finally, a minimum distance of 400 meters is required between the bottom of the cloud or virga/precipitation profile and the surface. Given that the maximum reflectivity in a virga profile is often less than 0 dBZ, and noting that rain-size droplets typically fall at ~2 m/s, rain would reach the surface in ~3 minutes. Since clouds typically live for 30-45 minutes, the odds of misclassifying a profile as virga instead of surface precipitation are very low.
Unlike previous studies such as Lolli et al. (2017) or Morrison et al. (2009), where evaporation rates were quantified as a change in mean drop diameter or rainwater mixing ratio over time, we directly estimate the evaporation rate (in mm/day) using the 2C-RAIN algorithm. We define evaporation rate in this study as being equal to the rainfall rate at cloud base, which is taken to be the maximum column rainfall rate in the profile. The idea to use the maximum rainfall rate (or sedimentation flux) as cloud base is supported by previous studies [e.g. Ragette and Wotawa, 1998], especially in cases such as ORACLES where the vast majority of precipitation is weak and mostly occurs far above ground level.

We use ERA-Interim atmospheric state data used to assess environmental controls including sea surface temperature (SST), relative humidity (RH), and estimated inversion strength (EIS, refer to Wood and Bretherton (2006) for more information). Partitioning results according to EIS, among other environmental control variables, offers the advantage of assuring (for example) aerosol effects on clouds are robustly quantified [Douglas and L’Ecuyer, 2019]. Aerosol effects are, however, not examined in this study. Trends in evaporation rate according to SST and EIS are presented in this study. Our evaluation of RH (not shown) was inconclusive and dubious at best, although we note that if in-situ RH were available and collocated with the 2C-RAIN product, confidence in those results would be much higher.

5.4: Campaign Evaporation
Figure 5.2 shows the cumulative distribution of evaporation rates derived from virga and surface precipitation as a function of EIS. This figure elucidates a number of ideas from the ORACLES 2C-RAIN dataset. First, virga occurring under low EIS (or unstable environments corresponding to EIS < 0 K) was the most frequently occurring scenario and occurred nearly 10 times more often than the high EIS (i.e. EIS > 2 K or stable environments) virga or the low EIS surface precipitation scenario. Surface precipitation rarely occurred in high EIS regimes, with 100 times fewer data than data from the low EIS surface precipitation regime. High EIS regimes occurred frequently during the 2016 campaign, however, only five flights contained collocated APR-3 and RSP data thus representing a very limited subset (~52,000 out of 1.3 million total usable profiles). Given that only around 1% of all cloudy profiles had any measurable surface precipitation rate in high EIS regimes, it should be no surprise that the total number of surface precipitation profiles in high EIS regimes is several orders of magnitude less than in the other scenarios. Regardless, surface precipitation in both the low and high EIS regimes have a significant fraction of points in the 1 mm/day to 10 mm/day range. By contrast, nearly all evaporation rates from virga are less than 1 mm/day.
Figure 5.2: Cumulative distributions of evaporation rates derived from virga and surface precipitation. Results are partitioned by low EIS (i.e. EIS < 0 K) and high EIS (i.e. EIS > 2 K).

Table 5.1 shows the median evaporation rates and derived evaporation fluxes from the scenarios explored in Fig. 5.2. Following Fig. 5.2, surface precipitation contributes much more evaporation in both stable and unstable regimes compared to virga. The evaporation rates and fluxes for high EIS virga regimes are less than those under low EIS virga regimes. Interestingly, the median evaporation rate from surface precipitation in high EIS regimes is nearly 1.5
mm/day larger. Following a similar statistical significance testing methodology from Chapter 4, no statistical significance is found when comparing evaporation in different EIS regimes for either virga or surface precipitation. Statistical significance arises when comparing evaporation from surface precipitation to virga.

**Table 5.1:** Summary of median campaign evaporation statistics from surface precipitation and virga, partitioned by unstable (EIS < 0 K) and stable (EIS > 2 K) regimes. Positive evaporation fluxes imply a latent cooling.

<table>
<thead>
<tr>
<th></th>
<th>Evaporation Rate [mm day(^{-1})]</th>
<th>Evaporation Flux [W m(^{-2})]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Surface Precipitation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>EIS &lt; 0 K</td>
<td>2.32</td>
<td>65.4</td>
</tr>
<tr>
<td>EIS &gt; 2 K</td>
<td>3.74</td>
<td>105.4</td>
</tr>
<tr>
<td>Virga</td>
<td></td>
<td></td>
</tr>
<tr>
<td>EIS &lt; 0 K</td>
<td>0.253</td>
<td>7.12</td>
</tr>
<tr>
<td>EIS &gt; 2 K</td>
<td>0.138</td>
<td>3.88</td>
</tr>
<tr>
<td>Campaign Virga</td>
<td>0.255</td>
<td>7.16</td>
</tr>
<tr>
<td>Campaign Surface Precipitation</td>
<td>2.47</td>
<td>69.6</td>
</tr>
</tbody>
</table>

Following the key results in Dzambo et al. (2019), especially for the 2016 and 2017 campaigns, lower evaporation rates in 2016 (not shown) qualitatively align with lower retrieved surface precipitation rates throughout the 2016 campaign. The structure of attenuation-corrected W-band reflectivity (Fig. 8 in Dzambo et al., 2019) indicated that cloud were generally shallower and had lower reflectivity throughout the column. The 2017 and 2018 campaigns, by comparison, had very similar cloud and precipitation structure (not shown).

The experiment location in 2016 (Namibia) resulted in the majority of measurements being collected closer to the African coast and on the southern
portion of the StCu deck, whereas the experiment location in 2017 and 2018 (São Tomé) allowed for more observations from the heart of the StCu deck. Figure 5.3 shows median evaporation rates from virga for all three campaigns as well as median evaporation rates from the entire campaign across the Southeast Atlantic basin. Following Figure 5.2, the median evaporation rate observed across the ORACLES experiment domain was generally between 0.3 to 0.6 mm/day. Evaporation rates increased west of the African coast. For 2016, evaporation rates of 0.3 mm/day or less were very common, especially near the coast. Slightly higher evaporation rates are noted further west along the routine flight track for that year (ending at approximately 10°S and 0°E).
Figure 5.3: Median evaporation rate as a function latitude and longitude (in 1 degree bins) for the 2016 (top-left), 2017 (top-right), 2018 (bottom-left) and entire (bottom-right) ORACLES campaign.

The character of evaporation in 2017 and 2018, compared to 2016, is quite different. In 2017, the median evaporation rate along the routine flight track falls between 0.5 and 0.6 mm/day around 10°S, but decreases in both the northward and southward directions (e.g. around 5-7°S and 12-15°S latitude). The meteorological drivers and potential effects of aerosols will be the topic of future studies. With this
in mind, we note that the African easterly jet is typically centered near 10°S this time of year [Adebiyi and Zuidema, 2016], and dynamical drivers associated with the easterly jet could explain this peak in evaporation rate centered at 10°S. West of the 5°E routine flight track, evaporation rates again are larger especially in 2018 where the median evaporation rate exceeds 0.6 mm/day (around 4-5°W). The sampling of StCu in the stratocumulus to cumulus transition region [Yamaguchi et al., 2015] could explain why larger evaporation rates are observed around this point. Furthermore, higher median evaporation rates are observed in many locations compared to 2017, which follows the increased number of higher evaporation rates (above 0.5 mm/day) indicated in Fig. 5.3. With over ~1.2 million profiles analyzed from 2017 and 2018, and with most of them collected along the 5°E longitude path, many opportunities for studying aerosol effects on evaporation rate are possible.

Across all campaigns, we find that evaporation rate appears to vary with both SST and EIS (Fig. 5.4). The vast majority of evaporation rates are 0.4 mm/day or less for SSTs less than 301 K. Above 301 K, and where EIS is less than 2 K, evaporation rates are found to be higher at 0.4 to 0.6 mm/day. This result corroborates Fig. 4.12, which showed that larger maximum column rain rates (analogous to the evaporation rates assumed in this study) occurred more often in higher SST and lower EIS regimes. StCu observed in these regions were generally thicker and contained a larger maximum column reflectivity. With few exceptions, regions with low EIS (i.e. less than about 2 K) occurred closer to the equator. Interestingly, regions containing the highest evaporation rates occurred when SSTs were high
(greater than 302 K) as well as EIS (greater than 3 K). Evaporation rates contained in the aforementioned regions will be of great interest in future studies, given these clouds are likely maintained by larger moisture fluxes and further sustained by strong inversions aloft.

**Figure 5.4**: Median evaporation rate as a function of estimated inversion strength (EIS; x-axis) and sea surface temperature (SST; y-axis). EIS and SST bins are each binned every 1 K.
The campaign median conditional evaporation rate for virga is an estimated 0.25 mm/day, with the vast majority of evaporation rates between 0.2 mm/day and 0.6 mm/day. The campaign median conditional evaporation rate from surface precipitation, by comparison, was approximately 2.5 mm/day. These estimates align very well with estimates of cloud base rainfall rate from the Comstock et al. (2004) evaporation-sedimentation model, where estimates of ~0.25 to 2 mm/day were attained for reflectivities in the range used for our study. From this point, virga- and surface precipitation-based evaporation flux (Eq. 5.1) and heating (cooling) rate (Eq. 5.2) can be estimated (evaporation flux values are recorded in Table 5.1):

\[ F_z = \rho_l L_v E_z \quad (5.1) \]

\[ H = -\frac{1}{\rho_a c_p} \int_{sfc}^{c} dz = -\frac{1}{\rho_a c_p} F_{cb} - F_{sfc} \quad (5.2) \]

Equations 5.1 and 5.2 imply that, whether carrying out a computation for virga or surface precipitation, the only difference in the estimated values would come from the height dependence in Eq. 5.2.

The campaign estimates of virga- and surface precipitation-based evaporation rate correspond to associated evaporation fluxes of 7 W m\(^{-2}\) and 70 W m\(^{-2}\) respectively, implying that evaporating light or heavy drizzle can significantly cool the sub-cloud layer. The implications for this magnitude of latent cooling become significant when one considers the typical extent of the StCu cloud layer during the biomass-burning season over the South African continent. Figure 5.5 approximates the area covered by StCu clouds over the SE Atlantic Ocean during this time. A qualitative analysis of the StCu cloud deck sizes suggests that the typical
expanse of this cloud deck ranges from $3 \times 10^6$ km$^2$ to $7 \times 10^6$ km$^2$. The lower bound of possible SE Atlantic StCu areal coverage could theoretically be much lower than $3 \times 10^6$ km$^2$, especially given the degree of (essential) subjectivity determining what clouds are part of the StCu cloud deck and what clouds formed via other processes.
**Figure 5.5:** Estimated areal coverage of the SE Atlantic StCu cloud deck on 22 Oct. 2018 (top) and 15 Aug. 2018 (bottom). Both images and estimates were provided courtesy of [https://worldview.earthdata.nasa.gov](https://worldview.earthdata.nasa.gov).

Knowing the cloud fraction, virga and surface precipitation fractions, and the median latent cooling for a given area, one could compute the total cooling power from the SE Atlantic StCu deck as:

\[
C = \int CF(A)PF_{v,p}(A)LH_{v,p}(A)dA
\]

Where \(C\) is the total cooling power, \(CF\) is the area cloud fraction, and \(PF\) and \(LH\) are precipitation fraction and sub-cloud latent cooling (corresponding to virga and surface precipitation respectively) from evaporation as a function of area. Cloud fraction in the examples shown in Fig. 5.5 is nearly everywhere in the prescribed area, with lower cloud fractions around the edges of the StCu deck. Precipitation fraction is trickier to estimate for a number of reasons. Dzambo et al. (2019) found that surface precipitation occurred almost twice as often near the coast than away from the coast in 2016 compared to 2017. The surface precipitation amount is also somewhat dependent on EIS (Fig. 5.6). In unstable environments (EIS < 0 K), the estimated surface precipitation fraction hovers near 8%. In somewhat stable or very stable environments, precipitation fraction drops off to under 2%. Virga fraction is estimated from Dzambo et al. (2019). When applying the median values for evaporative cooling (flux) or cooling rates into Eq. 5.3, surface precipitation is estimated to account for nearly twice as much evaporative cooling compared to virga (a ~2:1 ratio). The main implication from this computation is the fact that, while the evaporative cooling from surface precipitation dominates, virga cannot be
ignored in any meaningful energy budget analysis. Evaporative cooling from virga and surface precipitation plays a key role in local boundary layer dynamics and thermodynamics, with further implications for (among other processes) cloud lifetime.

A measure of net evaporative energy output can be estimated from Eq. 5.3. Using the median values for evaporative cooling for virga and surface precipitation, along with the estimates presented here, an estimated 0.03 PW of sub-cloud evaporative cooling occurs in the SE Atlantic StCu deck. Accounting for upper bound \((A = 7 \times 10^6 \text{ km}^2, \text{CF} = 1, \text{PF}_p = 12\%, \text{PF}_v = 55\%)\) and lower bound \((A = 3 \times 10^6 \text{ km}^2, \text{CF} = 0.35, \text{PF}_p = 2\%, \text{PF}_v = 30\%)\) cloud and precipitation fraction estimates, sub-cloud cooling from evaporation ranges from 0.003 PW to 0.08 PW. The purpose of this calculation is to provide reference for similar calculations made across other major subtropical StCu decks where extensive data are available. For this work, a more instructive calculation lies in the comparison of average/median evaporation flux or heating rate between virga and surface precipitation with average/median virga and surface precipitation fractions accounted for.
The utility of the estimated cooling power output from SE Atlantic Stratocumulus clouds remains an area of active research and investigation. To gain more utility out of this estimate, similar calculations must be carried out across all major StCu decks. With atmospheric remote sensing systems becoming more sophisticated and capable of observing phenomena in greater detail across the globe, power output computations could be very useful as a means of validating a number of model processes.

**Figure 5.6**: Estimated surface precipitation fraction as a function of EIS.
Validating latent heating/cooling across the StCu deck would have a number of useful applications. For example, finding the balance between precipitation and surface evaporation in the StCu region would elucidate sources and sinks of latent energy. This result could inform process-oriented physics, where the amount of latent heating/cooling in a model is predicated on the amount of (for example) autoconversion parameterizations and resulting precipitation. Validating latent heating/cooling estimates using observations represents a possible pathway toward diagnosing vertical heating/cooling rates, vertical motion, and perhaps (indirectly) validating precipitation processes. These processes become especially important to understand in the presence of aerosols, where both vertical motions induced by latent heating/cooling and precipitation processes scavenge and redistribute aerosol throughout the MBL. Ultimately, understanding the role of evaporative cooling in redistributing heat throughout the atmosphere has a variety of implications toward de-convolving thermodynamic, dynamical and radiative processes in the subtropical StCu decks.

5.5: Conclusions

An extensive observational-based analysis of evaporation from virga and surface precipitation over a major oceanic basin is presented. We estimate evaporation rates and fluxes from nearly 1.3 million attenuation-corrected reflectivity profiles over all three ORACLES deployments. Evaporation rate estimates from virga are estimated to be 0.2 to 0.6 mm/day, while evaporation rates from surface precipitation are an order of magnitude larger. Slightly lower
Evaporation rates are found for 2016, likely owing to the experiment location’s proximity to the African coast and sampling regions where low SST and high EIS prevailed compared to 2017 and 2018. A higher count of larger evaporation rates are noted in 2018 compared to 2017, with less discernible variability in evaporation rates noted for 2018. Both SST and EIS an important control in evaporation rate as well.

Regardless of environmental controls, latent cooling from both surface precipitation and virga are significant. Surface precipitation occurred much less often than virga during ORACLES, yet the median latent cooling from surface precipitation is larger than that from virga by an approximated 2:1 ratio. This result highlights the importance of both surface precipitation and evaporating virga on sub-cloud latent cooling. When accounting for plausible cloud, virga and precipitation fractions across the StCu cloud deck, and using the calculated median evaporation (latent cooling) fluxes, sub-cloud cooling from the SE Atlantic StCu deck is on the order of ~0.02 PW, with upper and lower bound values of 0.08 and 0.003 PW respectively. Evaporation from evaporating virga contributes approximately a third of this net cooling, illustrating that virga is just as important as surface precipitation toward cooling the MBL.

The large uncertainties in the evaporation rate estimates will require future studies on the topic of sub-cloud evaporation. While airborne radar provides accurate cloud, virga and surface precipitation rate estimates, the magnitude of precipitation (evaporation) rate uncertainties exceed 100% in nearly every scenario, which impacts the upper- and lower-bound cooling power estimates. An
adapted version of the Wisconsin Algorithm for Latent Heating and Rainfall Using Satellites [WALRUS, Nelson et al., 2016], a Bayesian retrieval algorithm also using W-band reflectivity and PIA, would provide independent estimates of latent heating profiles from the same data presented in this study, thus revealing possible biases in the quoted estimates in this study. Finally, all measurements presented in this study were collected during ORACLES, which corresponds to the climatological peak in StCu areal coverage.

Precipitation processes play a very important role in redistributing aerosols and other CCN throughout the planetary boundary layer. Virga, by definition, evaporates before reaching the surface, therefore redistributing aerosols and CCN throughout the PBL without bringing them to the surface. Latent cooling from sub-cloud evaporation also aids in the maintenance of StCu by driving additional vertical mixing. Evaporation rates from surface precipitation, by contrast, cool the entire layer between cloud base and the surface, further complicating the local structure of latent heating. Our estimates of evaporation rate could provide an important observational constraint for future modeling studies, especially those related to the scavenging, consumption and redistribution of aerosols throughout the PBL.
Chapter 6: Future Research

Numerous avenues of further research are possible stemming from the results presented in Chapters 4 and 5.

In the Chapter 4 aerosol indirect effect study, the aerosol semi-direct effect was not explicitly accounted for in the touching vs. non-touching partitioning. One method of exploration lies in the refractory black carbon in-situ dataset collected during ORACLES. Black carbon is highly absorptive and was frequently observed in the BB aerosol layer, and noting from Chapter 4 that layers of thick smoke over 1 km thick could realistically have heating rates of \( \sim 0.5 \) K/hr or larger, meaning the local thermodynamic environment could change quite dramatically. As one example, a strengthened above-cloud inversion (increased EIS) for highly absorbing above-cloud aerosol could possibly lessen the entrainment of aerosols into the StCu cloud deck since both vertical motion and entrainment rate are closely correlated [Kazil et al., 2017]. Aerosol-induced heating in the StCu cloud deck itself is not considered in this study, but is an active area of research by other ORACLES investigators and such results will provide important additional context for the efficacy of all aerosol indirect effect studies.

Multi-frequency radar-based precipitation retrieval development is another avenue for future research. While moderate and heavy precipitation occurred infrequently during ORACLES, a number of heavily precipitating trade cumulus scenes occurred (e.g. Fig. 4.1) where heavy attenuation resulted in very large uncertainties in the retrieved rain rates. ORACLES is also the first field campaign
where the APR-3 flew entirely over the ocean, although the recently completed CAMP2Ex experiment also likely offers abundant triple-frequency measurements of precipitation. Using two or more frequencies enables a direct retrieval of a DSD, which would offer the following advantages:

1. Eliminating the need for the rain rate lookup tables presently used in this algorithm,
2. Direct solution for two (or three) of the slope/shape/intercept parameters if two (or three) frequencies are used,
3. Elimination of the uncertainties caused by PIA and layer attenuation, and
4. Further reduction in rain rate uncertainties created by assuming a DSD, and replaced by uncertainties arising from using one assumed parameter (if two frequencies are used), which is expected to be less.

Expanding the algorithm to accommodate an extra vector of measurements would be straightforward:

\[ Y = ([Z_1,dA_1], [Z_2,dA_2], ... [Z_N,dA_N]) \]
\[ dA_x = Z_{Ka,x} - Z_{W,x} \]

Where Z is the W-band reflectivity profile and dA is the differential attenuation at layer x between a lower and higher frequency radar (Ka-band and W-band in this example). A dual-frequency precipitation retrieval algorithm likely has the most utility over a triple-frequency algorithm since, for most raining scenes, the Ku-band and Ka-band frequencies will observe the same profile to within each channel’s measurement uncertainty. Likewise, few scenarios likely exist where all three frequencies would observe precipitation from cloud top to the surface. The
majority of the work stemming from the development of a multi-frequency precipitation retrieval algorithm lies in using the observed $dA$ to constrain the modeled reflectivity $F(x)$ since either of the lower frequency channels serve as a “reference” reflectivity profile, with the obvious assumption that the reference profile is unattenuated. To retrieve rain rate, the algorithm would iterate over two parameters (slope and shape parameters, for example, if using two frequencies) such that:

$$X = ([\mu_1, \lambda_1], [\mu_2, \lambda_2], ..., [\mu_N, \lambda_N])$$

Once the algorithm converges on a solution for the slope and shape parameters as in $X$, equations 1.1 and 1.3 could directly solve for $N(D)$ and $R$ respectively if a table for droplet fall velocities is provided [e.g. Gunn and Kinzer, 1949; Beard 1976].

Another avenue for improving the precipitation retrieval algorithm could involve the addition of a LWP integral constraint. The optical depth constraint provided by the RSP in this dissertation enabled a joint cloud and precipitation retrieval. A reliable optical depth product, such as the one provided by the RSP, is perhaps the best way to fully constrain and minimize uncertainty in CWP; however, optical depth offers no added benefit to reducing uncertainty in retrieved precipitation products. A robust LWP retrieval is possible from the 2016 AMPR dataset from ORACLES and from the entire CAMP2Ex campaign. A LWP constraint, compared to an optical depth constraint, offers an immense advantage by eliminating the uncertainty in CWP retrievals by assuming a homogeneous vs. linearly increasing CWC profile with altitude, which contributes approximately 20%
uncertainty to the final CWP product. The LWP retrieval from AMPR is far more sensitive to precipitation than the RSP, lending greater confidence to retrieved precipitation quantities. A LWP constraint in conjunction with a dual-frequency retrieval framework promises a dramatic reduction in cloud and precipitation retrieval uncertainties.

Inverse-modeled cloud and precipitation properties following the methods presented throughout this dissertation enable a direct validation of state-of-the-art Large-Eddy Simulation (LES) modeling. For the ORACLES experiment, Zhou et al. (2017) examined aerosol semi-direct and indirect effects related to the SE Atlantic StCu layer. Their study found that aerosol semi-direct effects substantially reduce total LWP, while precipitation suppression overcame the loss of CWP to entrainment. The collocated APR-3, HSRL-2, SSFR and RSP measurements all offer a means to validate the ORACLES-based LES case study. Additional studies from this ORACLES LES case study are presently ongoing, including this observation-model inter-comparison.

The methods presented in this dissertation also allow for the direct validation of similar spaceborne measured and retrieved data. The inverse methods described in Chapters 3 and 4 were direct adaptations of the operational 2C-RAIN-PROFILE algorithm (and 2C-PRECIP-COLUMN, to a lesser degree) for CloudSat. The adaptations for the ORACLES dataset centered mostly on using APR-3 specifications (i.e. narrower beamwidth, ~7km transit altitudes, etc.), and accounted for the APR-3’s capabilities to see very thin, shallow StCu that CloudSat might otherwise be insensitive or blind to. Similarly, this adapted algorithm could be similarly
implemented for other field campaigns (e.g. CAMP2Ex, LPVEx, CSET, OTREC) measuring precipitation in distinct regions of the globe. This algorithm’s broader applicability has great promise for validating CloudSat’s precipitation retrieval algorithms under a wide variety of cloud types and environmental conditions.

Another avenue toward improving the results in this dissertation entails using a cloud classification scheme. EIS, a bulk measure of atmospheric stability and proxy for different cloud types, does not fully disentangle the different types of observed cloud types including open-cell versus closed-cell StCu. A distinct cloud classification scheme would eliminate possible contamination of results by, for example, 2-3 km thick cumulus clouds. Another benefit to implementing a cloud classification scheme is the ability to quantify other bulk properties such as spatial LWP variability and horizontal (geometric) cloud extent. This information could add important detail toward other aerosol-cloud effects, or even add important context or explanation for regional-scale evaporative cooling if the horizontal extent of clouds varies considerably between clean and polluted environmental regimes. Finally, a classification scheme could also prove important for validating EIS as a bulk measure as employed in this dissertation and in numerous previous studies.

Finally, at the time of this writing, a few active collaborative efforts remain ongoing related to this work. The in-situ cloud probe groups from ORACLES are using APR-3/2C-RAIN data as a secondary data source to investigate precipitation susceptibility. A number of conference presentations have been given on this topic, with preliminary results corroborating results presented in Chapter 4. An extension of the evaporation work presented in Chapter 5 will be explored further with the
isotopes group at Oregon State University, led by Dr. David Noone. The in-situ isotopic measurements offer a secondary data source estimating the amount of evaporation occurring in the sub-cloud layer. These measurements would provide a constraint on the frequency of evaporation in virga and the magnitude of evaporation in surface precipitation, since evaporation was assumed everywhere a radar profile exceeded a -15 dBZ reflectivity threshold and the evaporation model used for surface precipitation has not been validated for ORACLES use. Finally, an active study on aerosol semi-direct and indirect effects along the 5°E flight track is ongoing with a group from the University of Miami. Routine flights in 2017 and 2018 sampled the 5°E longitude line from São Tomé to approximately 10-15°S.
Chapter 7: Conclusions

The ORACLES dataset presented throughout this dissertation offers a unique and perhaps unprecedented window into cloud-aerosol-precipitation interactions and processes, whereby the work presented in this dissertation merely scratches the surface on this window.

The first step in this work involved the adaptation of the 2C-RAIN-PROFILE algorithm, a precipitation retrieval algorithm designed for CloudSat’s CPR, to airborne W-band radar data. Numerous measurement strategies were employed throughout ORACLES, collecting W-band radar data at high sensitivity (-30 dBZ or lower) and frequency (approximately every 0.05 seconds). These radar data, in conjunction with ECMWF ERA-I atmospheric state data, enabled the creation of the 2C-RAIN product: an extensive database of precipitation retrievals including RWP, surface precipitation rate and profiles of precipitation rate. Uncertainty estimates for the retrieved precipitation rate variables exhaustively account for all possible sources of error. This database was uploaded to NASA’s ESPO Archive in September 2019.

Chapter 3 characterized cloud structure and precipitation statistics from 2C-RAIN. Surface precipitation fraction in 2016 was 34%, which was higher than the 13% estimated for 2017. Several flights during the 2016 campaign occurred near the African coast, where shallower MBLs prevailed thus resulting in numerous radar profiles extending entirely to the surface. The 2017 (and 2018) campaign, stationed in São Tomé, sampled a different part of the SE Atlantic basin. Estimated Inversion
Strength (EIS), a stability parameter used throughout this work, was much lower during the final two ORACLES campaigns and resulted in many more observations taken in unstable (EIS < 0 K) environments. Cloud top heights in 2017, unsurprisingly, were on average a few hundred meters higher than those observed in 2016. The most frequent column reflectivity measurements were between -20 to -15 dBZ. The fraction of low (less than 0.01 mm/hr) surface precipitation rates in 2016 was suspected to be the result of more sampling taking place in highly stable (EIS > 6 K) environments during 2016. The role of EIS on precipitation rate, henceforth, became a logical next path for investigation in Chapters 4 and 5.

To improve the 2C-RAIN dataset for addressing precipitation susceptibility-based science questions, RSP optical depth and effective radius data enabled CWP retrievals. Even though RSP data were somewhat limited in 2016, nearly 1.3 million collocated RSP and APR-3 profiles contained usable data for investigating cloud and precipitation characteristics.

In Chapter 1, the following questions were posed:

1. (SQ1) What are the retrieved precipitation rates from airborne radar, and how do environmental controls explain variations in these precipitation rates?

2. (SQ2) Using multiple airborne remote sensing datasets, is the presence of aerosol-induced precipitation suppression observed during ORACLES?

3. (SQ3) What are the relative roles of virga and surface precipitation on the local energy budget?
To answer SQ1, developing the 2C-RAIN product to include CWP, RWP and both surface and maximum column rain rates enabled investigation. Results from Chapter 3 suggested partitioning results by EIS would disentangle actual effects of aerosols on the underlying StCu deck from large-scale atmospheric processes. The gap definition in Chapter 4 allowed for the analysis of aerosol effects in “contact” versus “non-contact” scenarios (applicable to SQ2), with further partitioning limited by uncertainties in aerosol contact time [Diamond et al., 2018], lack of entrainment rate knowledge, and limited data in high EIS regimes (especially from 2016). The most conclusive result revealed a dramatic increase in CWP/RWP ratios in the presence of aerosols, with these ratios increasing with increasing stability. A surprising result was noted for unstable environments: the CWP/RWP ratios were similar, but increases in both CWP and RWP in contact with aerosols led to a statistically significant result between the contact and non-contact results. Statistical significance was not found for any scenario involving the sensitivity of precipitation rates to aerosol contact versus non-contact scenarios. Given the large uncertainties at the common retrieved precipitation rates (i.e. less than 0.5 mm/day) and the large variance of retrieved precipitation rates across all conditions, this result further motivates the need to reduce uncertainties in retrieved precipitation rates. The reduction in RWP and RR for stable environments, nonetheless, adds to the prevailing evidence that aerosols suppress precipitation.

To conclude this dissertation, each hypothesis from Chapter 1 is reiterated and summarized as follows:
1. The majority of retrieved precipitation rates from clouds observed during ORACLES will be less than 2 mm/day (~0.1 mm/hr) reflecting expected drizzling stratocumulus clouds, and with variability due to varying environmental conditions.

In Chapter 3, the majority of retrieved precipitation rates were indeed under ~0.1 mm/hr. The different sampling environments between 2016 and 2017, indicated by larger average EIS during 2016 compared to 2017, likely resulted in the increased percentage of precipitation rates exceeding 0.1 mm/hr. This result was corroborated further in Chapter 4, where CWP and RWP also varied with EIS.

2. The presence of fine-mode aerosols produces a statistically-significant reduction in precipitation frequency and magnitude, given the large number of radar observations available in regions of the SE Atlantic Ocean that exhibit consistent (or relatively stagnant) environmental and meteorological conditions.

In Chapter 4, no statistically significant reduction in precipitation magnitude was found. CWP, RWP and the ratio of CWP/RWP between aerosol contact and non-contact scenarios, however, were statistically significant. The marked increase in the CWP/RWP ratio (nearly 30 g m\(^{-2}\) of CWP per unit of RWP) under stable regimes offers strong observational evidence of an increase in cloud lifetime. The reduction in RWP and precipitation rates from non-contact to contact scenarios in stable
regimes also offers some evidence (albeit inconclusive) that fine mode aerosols detected by the HSRL-2 have a measurable effect on precipitation rates.

3. Latent cooling from evaporating virga is greater than the latent cooling from evaporation by surface precipitation, given that virga occurs more frequently in these clouds.

Chapter 5 revealed, even though virga occurs more often than surface precipitation, latent cooling from surface precipitation is larger than the latent cooling from evaporating virga. While this hypothesis is technically rejected, the 2:1 ratio of latent cooling from virga to surface precipitation – which accounts for the broad scale of the StCu deck – still indicates that virga is an important contributor to the local latent heating budget. The latent cooling from evaporation implies that surface precipitation and virga each affect the vertical thermodynamic structure differently, likely leading to differences in vertical air motion and surface mixing.
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