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ABSTRACT

Neural networks are an exciting and evolving branch of machine learning, but they are not limited to just artificial intelligence. Recently, they have been used to compress and even add digital watermarks, or copyright signatures, to digital images. Typically, neural networks use real numbers for their computations, but researchers have also experimented with using complex numbers and quaternions as the basis of these networks. Our research investigates the use of quaternion-valued neural networks implemented in Java for the purposes of digital image compression and watermarking. The benefits of using quaternion-valued over real-valued neural networks include faster network training time, better color compression/recovery, and less processing power/memory required for the computation.

INTRODUCTION

The process of compressing a digital image with a neural network can be explained in just a few steps. First, the image is parsed into a vector containing the color information for each pixel (figure 1). Second, a neural network is constructed with dimensions that match the image (figure 2). Third, the neural network is trained on the image until it can compress and reproduce the original image within a certain quality threshold. In practice, a significant amount of memory and computation are needed to compress large images, so this whole process is usually partitioned. That is, the image is broken into smaller pieces which can be individually compressed with their own smaller networks and then stitched back together (figure 3). Another benefit of partitioning is that the individual partitions can be trained in parallel, making use of many processors to speed up compression time. Watermarking the images involves a separate step which combines the compressed output with the "hidden layer" of the network.

METHODS AND DEVELOPMENT PROCESS

Watermarking with a quaternion valued neural network is a difficult task to start with. Instead, we made simpler networks first, and then iterated towards the desired end result. First, a real-valued neural network and matrix was implemented. The network was then tested on numerical data to make sure it was working properly. Next, code was written that can handle parsing and recovering images to/from vectors. This new "image utilities" code was used in conjunction with the neural network to successfully achieve digital image compression. After the real case was sorted out, a complex-valued neural network and corresponding complex matrix/image utilities were implemented. The complex backpropagation algorithm differed slightly from the real one. Also, only the real component was used for the image utilities. That is, the complex component was ignored in parsing/recovering pixel colors. Once the complex network succeeded in image compression, we began work on the quaternion network and corresponding matrix/image utilities. Around this time, we also started experimenting with using different activation functions. The idea was that different activation functions may be computationally more efficient, or they might train better.

CONCLUSION

Throughout working on this project, we effectively created code that can accomplish digital image compression for real numbers and complex numbers. The actual algorithms didn’t change much between the real and complex networks, other than a few conjugates here and there (figure 4). Also, the activation function needed to be modified with complex numbers. We decided on a split sigmoid function, but the code is written to be as general as possible, so any complex function with a known derivative can be easily implemented as an activation function.

As far as output, the complex network didn’t perform as well as the real network. This makes sense because of how the imaginary component of the complex numbers is basically ignored, resulting in unused computation. All of that causes a slower network the accomplishes less in the same amount of time, and takes longer to train. Quaternions are expected to be more efficient though.
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