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Pure tone stimuli bridged the delay between choices  and 
reinforcer presentation; the delay between choices and 
presentation of multiple pellets was filled with a 4,500 Hz tone, 
whereas the delay between choices and presentation of a single 
pellet was filled with a 2,900 Hz tone. Notably, th e side of the
chamber on which a particular stimulus was presente d (left versus 
right) was counterbalanced across subjects— as was t he 
correspondence between side of chamber and amount o f 
reinforcement (1-pellet versus 4-pellets of food).

The indifference point between a short-delay small reinforcer 
and a longer-delay large reinforcer was estimated r epeatedly at 
each of several fixed, small-reinforcer delays. The  fixed delays 
employed were 1, 2, 4, 8, and 16 seconds .

Results
Mazur's model of reinforcement value predicts a lin ear 

relationship when indifference points are plotted a t various small-
reinforcer delays; specifically, a line with a slop e greater than one 
and a positive y-intercept. Figure 1 depicts mean i ndifference 
estimates for the fixed small-reinforcer delays emp loyed; that is, 
adjusting delays at which the stimulus correlated w ith a small 
reinforcer and the stimulus correlated with a large  reinforcer were 
equally valued. All rats tolerated  longer delays b etween choice
responses and presentation of the large reinforcer at longer small-
reinforcer delays. That is, rats exercised greater self-control when 
the wait for the small reinforcer was relatively lo ng.

Because the data are presented for individual subje cts and 
training is in progress, none of the coordinate sys tems displayed in 
Figure 1 contain indifference estimates for every f ixed, small-
reinforcer delay.

Although the current results are preliminary, the y -intercepts of the 
regression lines indicate that the value of a small  reinforcer after a 0-sec 
delay is equal to that of a large reinforcer after approximately 80 sec. The 
slopes of these lines are also noteworthy, and indi cate that for every 1 
sec increase in the wait for a small reinforcer, su bjects waited
approximately 4 additional seconds for a large rein forcer.

Standard deviations were calculated for each of the  mean indifference 
estimates depicted in Figure 1. These standard devi ations ranged from 
2.83 sec to 31.26 sec. The proportion of variance in  the adjusting-delay 
measure  that was accounted for by its linear relat ionship with the fixed-
delay measure was also calculated for each subject.  These proportions 
ranged from .63 to .95.

Discussion
All rats preferred waiting for a large amount of fo od (4 pellets) to the 

immediate receipt of a small amount of food (1 pell et)— provided that the 
wait for the large amount was not too long. In addi tion, when the wait for 
1 pellet of food was increased, rats chose to wait even longer for 4 pellets 
of food. Thus, all subjects  displayed  self-contro l.

The current results support Mazur’s model of reinfo rcement value. As 
noted previously, this model predicts (1) a linear relationship when 
indifference estimates are plotted at various small -reinforcer delays, and 
(2) a regression line with a slope greater than one  and a positive y-
intercept.  Both of these predictions were confirme d. Moreover, 
indifference estimates obtained in the current expe riment were less 
variable than those reported by Linwick and Hohn (2 003).

The adjusting-delay choice procedure used in this e xperiment could 
be used to evaluate the impact of various drugs on self-control. For 
example, self-control could be operationally define d in terms of the 
parameter K in Mazur's model of reinforcement value, and the ef fects of 
certain drugs (e.g., opiates) on this parameter cou ld be assessed. Future 
research may focus on such pharmacological effects— both acute and 
chronic.

Configuration of Operant Chamber

Figure 1.  Adjusting delays at which the stimuli co rrelated  with small and large reinforcers were equ ally valued.
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Introduction
The ability to discount an immediate reward seems c ontrary to the 

natural drives of animals, which are based on impul sive behavior and a 
tendency to obtain resources without delay. By obta ining a particular 
resource immediately, an animal is able to utilize it before it decays, 
becomes rotten, or ultimately perishes.

Logue (1995) hypothesized that the ability to inhib it impulsive 
tendencies and to utilize self-control has evolved in humans. Logue 
(1995, p. 7) defines impulsiveness as “the choice o f the smaller, less 
delayed outcome” and self-control as “the choice of the larger, more 
delayed outcome”. But to what extent do less intell igent animals 
display the capacity to defer gratification?     

The objective of the current experiment was to asse ss self-control in 
rats, and to evaluate a quantitative model that inc ludes a delay-of-
reinforcement parameter. Mazur's (1997, 2001) model  describes the 
value of a reinforcer as a function of (1) reinforc er amount, and (2) the 
delay between a choice response and reinforcer pres entation. 
Specifically, this model asserts V = A /(1 + KD), w here V represents 
reinforcer value, A is reinforcer amount, K is a free parameter, and D is 
the delay between a choice and presentation of rein forcement. 
According to this model, an animal should value a l arge delayed 
reinforcer more than a small immediate reinforcer. However, as the 
delay between choices and presentation of the large  reinforcer 
increases, eventually, an animal should value the s mall reinforcer more 
highly— and its choices will appear impulsive.

Another objective of the current research was to de velop a choice 
procedure that would yield more reliable estimates of indifference 
points than those reported by other investigators ( e.g., Linwick & Hohn, 
2003). For purposes of this experiment, “indifferen ce point” was 
operationally defined as the delay at which a large  delayed reinforcer 
and a small more immediate reinforcer were chosen e qually often.

Method
Each of four rats received discrete-trials discrimi nation training. 

Discrimination trials involved a choice between thr ee cue lights
flashing simultaneously and three cue lights flashi ng sequentially. 
These stimuli were presented at the back of nose-po ke access holes 
located to the left and right of a lever, which was  mounted on the front 
wall of an operant chamber. The two stimuli were co rrelated to different 
amounts of reinforcement (1-pellet versus 4-pellets  of food), and 
subjects chose a particular stimulus by poking it w ith their nose. The 
delay between choices and presentation of reinforce ment was longer 
for the stimulus correlated with multiple food pell ets, and choosing this 
stimulus served to increase the choice-reinforcer d elay on subsequent 
trials. 
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