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Abstract — Synchronic Modal Equivalencing (SME) is aimed at structure-preserving dynamic equivalencing of large power system models. SME is motivated by the slow-coherency method for system partitioning and aggregation, but its formulation and associated computational algorithms are more general in some important respects. Ideal synchrony of a group of generators requires the motion of each generator in the group to be a linear combination of the motions of a fixed set of basis generators in the group, when some subset of the system modes (not necessarily the slowest) is excited. SME keeps intact the dynamic models of all the generators in a synchronic study group and of all the basis generators external to this group. The model of each remaining generator is replaced by a simple nondynamic linear circuit containing a dependent current source driven by the motions of the basis generators. The remainder of the network can be left unmodified.

Previous numerical tests of SME have been limited to relatively small and simple models. This paper makes the transition to a detailed, intermediate-sized model, while also introducing certain extensions and simplifications that open the door to experiments with much larger models. A recommended SME procedure is specified in the paper, and illustrated with tests performed using the simulation package EUROSTAG and a model loosely based on the France-Spain power system. The unreduced model has 23 generators, 83 buses, and 476 state variables; the model is reduced in a structure-preserving way to 10 generators and 255 state variables, with very good results.
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I. Introduction

The process of dynamic equivalencing, i.e. the systematic construction of reduced-order or aggregated dynamic models that preserve behavior of interest, is of considerable importance in power systems. The state of the art for serious application in the transient stability context is represented in the package DYNRED [1], which is built on the classical coherency-based equivalencing approach in [2]. DYNRED also incorporates more recent ideas from slow-coherency/weak-coupling theory, [3], [4], [5], to identify coherent groups of generators in a large model. The slow-coherency approach actually yields direct possibilities for equivalencing, although these have been explicitly addressed only for the case of low-order generator models that capture just the swing dynamics, see [5], [6]. Yet other approaches to dynamic equivalencing have been proposed in the literature, see for instance [7].

A new framework for dynamic equivalencing, termed Synchronic Modal Equivalencing (SME), was introduced in [8], [9]. The objectives of the current paper are to:

- summarize certain extensions and simplifications of SME that have been obtained in the thesis [10] (partially reported in [11]) and in more recent work;
- lay out the recommended SME procedure that emerges from our studies so far; and
- describe the results of tests on a model that is larger and more detailed than those used in our earlier work.

SME is motivated by slow-coherency theory, but its formulation and associated computational algorithms are more general in some important respects. Ideal slow-coherency of a group of generators requires that they exhibit identical motions when only the slow behavior of the system is excited. On the other hand, ideal synchrony of a group of generators requires the motion of each generator in the group to be a linear combination of the motions of a fixed set of basis generators in the group, when some subset of the system modes
(not necessarily the slowest) is excited; we refer to this subset of modes as the *chord* in which synchrony is displayed. This extended definition of synchrony was introduced in [10], [11]; our earlier definition of synchrony in [8], [9], [12] actually corresponds to the more restrictive case of *one-dimensional synchrony*, where there is only one generator in the basis for each synchronic group. The algorithms developed for SME enable chord selection, recognition of synchronic groups, basis selection, as well as other computations required to construct the SME equivalent.

Section II of this paper outlines the steps that comprise the recommended SME procedure. Interspersed remarks draw attention to extensions and simplifications obtained since [8], [9]. Section III of the paper describes the results of numerical experiments with an intermediate-sized model that is roughly based on the France-Spain power system. By "intermediate-sized" we mean that the model is large enough to display nontrivial synchronic groups, but not so large that typical large-system methods such as sparse matrix computations and reduced-order eigenanalysis are mandated. This restriction to intermediate-sized models seems entirely appropriate at this intermediate stage of development of the SME framework.

II. Recommended SME Procedure

A. Overview

The SME procedure for constructing a dynamic equivalent occurs in three stages. The first stage (described in Steps 1, 2, 3 below) involves preparation of the various dynamic models that are necessary or useful for the process. The second stage (in Steps 4, 5) is devoted to analysis of the modal structure of a simple, low-order, linearized, electromechanical model of the system, such as a linearized, undamped, swing-equation model. This analysis leads to the selection of a suitable chord, and to the decomposition of the model into one-dimensional synchronic groups, each associated with a distinct basis generator. One of these synchronic groups (or possibly the union of several synchronic groups) is selected as a *study group*.

In the third stage (Steps 6, 7, 8), we return to the original, large, unreduced, nonlinear model of the system, to impose on it the structural decomposition suggested by the preceding analysis of the simplified model. The models of all the generators of the study group and of all the basis generators external to the study group are retained in full nonlinear detail. Each of the remaining "less-relevant" generator models is replaced by a simple nondynamic linear circuit that contains a dependent current source driven by the motions of the basis generators. Impedance-load buses that interconnect only the replaced generators can be eliminated, with their effects being accounted for by including the bus voltages of the replaced generators as additional driving variables for the dependent current sources. The remainder of the network is left unmodified.

Figure 1 is a schematic representation of the structure-preserving reduction that occurs in going from the original model to the final SME equivalent. The precise form of the dependent-source circuit that replaces the less-relevant generators will be developed later (see Fig. 2). Note that in practical situations the less-relevant generators are likely to heavily outnumber the retained generators.

B. Rationale

The rationale for the preceding route to a dynamic equivalent lies in a succession of claims. Both theory and practice show that each of these claims can be justified to some degree, and that each has its limitations. Briefly, the claims are as follows:

- The structure of *system-wide* dynamics in the power system is substantially reflected in the *electromechanical* modes of a *linearized* model of the system. These electromechanical mode frequencies and mode shapes are in turn well-represented in a simple linearized undamped swing-equation model.

- Slow-coherency theory shows that in an ideal case the undamped linearized swing-equation model displays well-separated slow and fast modes, with groups of generators moving coherently in the slow modes, and with the fast modes being essentially confined to one or another
of these slow-coherent groups. In other words, the slow modes constitute the inter-group dynamics, while the fast modes constitute the intra-group dynamics.

- Thus, to reproduce all the motions of a selected slow-coherent study group in this idealized case, one needs only to retain all the generators in the study group, as well as a single representative generator from each of the other slow-coherent groups.

- Regions distant from a disturbance or fault will be perturbed sufficiently slightly that calculations with linearized models can be relevant.

The above claims have all been presented and argued in prior literature. The following claims are more particular to SME, as justifications for extending the notion of slow-coherence to synchrony:

- The slow-coherency theory is an asymptotic theory that describes what happens in the idealized limit of vanishingly small couplings between separate groups of machines. In practice, it is often not easy to make a clear separation into slow and fast behavior; the modal frequencies tend to run together.

- More seriously, even when inter-group dynamics are present in practice, they can occur in a chord that is not necessarily the slowest. The thesis [10] presents several examples that show the importance of the flexibility to pick chords other than the slowest, in non-ideal situations. A sequential algorithm aimed at picking a chord that corresponds to well-defined inter-group and intra-group dynamics is presented in [12]. A criterion for picking the size of the chord is noted later in this paper.

- The intra-group dynamics seen in practice will more likely involve linear relations among the motions of the generators in a group, rather than equality of motions.

Given the complexity of the context in which dynamic equivalencing is carried out, the real validation of any approach to it has to lie in the quality of the results one obtains in practice, and the ease with which these results are obtained. Our tests with intermediate-sized models, as reported in this paper, show SME to be promising on both counts. Tests on the much larger models that are ultimately of interest to industry will be carried out as the next stage of this research effort. This phase will undoubtedly bring its own set of challenges, but our results so far permit some optimism.

C. SME Procedure

Step 1: Form a detailed nonlinear model and determine its nominal operating point

The original detailed model of the power system typically (and most conveniently) is assembled in the form of a system of differential-algebraic equations (DAEs) whose structure reflects that of the underlying system:

\[
\begin{align*}
\dot{X}(t) &= f(X(t), W(t)) \\
0 &= g(X(t), W(t))
\end{align*}
\]  

where \( X(t) \) is the vector of differential (state) variables at time \( t \), and \( W(t) \) is the vector of algebraic variables. The nominal equilibrium or operating point corresponds to constant solutions \( X(t) = \bar{X}, W(t) = \bar{W} \), and would be found by a standard steady-state analysis.

Step 2: Linearize about the operating point

The linearized model describes small perturbations of the variables from their equilibrium values: \( x(t) = X(t) - \bar{X} \) and \( u(t) = W(t) - \bar{W} \). Most of the work of linearization can in fact be done analytically, since models for most power system components are analytically specified.

If we use the linearized algebraic equations to eliminate the perturbations in all variables except the bus voltages, a DAE model of the following form can be obtained:

\[
\begin{align*}
\dot{x}(t) &= A_d x(t) + B_d u(t) \\
0 &= C_d x(t) + (D_d - Y) u(t)
\end{align*}
\]  

where: \( u(t) \) denotes the perturbation of the vector \( U(t) \) of bus voltages from its nominal value \( \bar{U} \); the subscript \( d \) denotes block-diagonal matrices whose individual blocks correspond to the various subsystems (generators and loads) connected to the buses; \( C_d x(t) + D_d u(t) \) denotes the vector of current perturbations injected into the network; and \( Y \) denotes the admittance matrix of the transmission network.

The DAE model in (2) would be used for all subsequent computations that require an unreduced linearized model. However, for intermediate-sized systems such as the one tackled in this paper, the computational burden of reducing (2) all the way to state-space form is insignificant, and the convenience of having available a state-space model during this phase in the development and testing of SME is substantial. The state-space model is obtained by eliminating \( u(t) \) from (2). Using the notation

\[
J = D_d - Y
\]  

we get a linear, time-invariant model in standard state-space form:

\[
\dot{x}(t) = [A_d - B_d J^{-1} C_d] x(t) = A x(t)
\]  

In most of what follows, the time argument \( t \) will be dropped for notational simplicity.

Step 3: Obtain a simple linearized model of the undamped swing dynamics

For this step, our earlier work, [8], [9], used a linearized undamped swing-equation model that was constructed directly. However, it can be more convenient to extract a model with essentially the same features as this swing-equation representation from the DAE model (2) or the state-space model (4). If (4) is the starting point, then among the state variables in \( x \) one almost invariably has the generator (angular) position and velocity perturbation vectors \( \delta \) and \( \omega \) respectively. Some of the rows of (4) therefore constitute an equation of the form

\[
\omega(= \dot{\delta}) = A \delta + \cdots
\]  

where \( \cdots \) stands for the dependence of \( \omega \) on components of \( x \) other than \( \delta \). Ignoring this dependence on other variables, we will typically have in (3) a model of the desired
form; we shall refer to the resulting model as the core model. Its order equals the number of generators in the system. The core model can also be obtained directly from (2), which requires less computation than first obtaining (4). A possible advantage of the core model over the standard swing-equation model is that its features may be more easily correlated with the detailed model (2). However, the linearized, undamped swing-equation model can be used instead of the core model in all that follows.

The matrix $A$ in (5) is diagonally similar to a symmetric, negative semi-definite matrix. Thus $A$ possesses one eigenvalue at 0, with all other eigenvalues real and negative; we denote these eigenvalues, in decreasing order, by $\lambda_0 (= 0), \lambda_1, \lambda_2, \ldots$. The natural frequencies of the core model are thus the (purely imaginary) square roots of the $\lambda_i$, and constitute good estimates of the swing-mode frequencies. The associated mode shapes for $\delta$ (and also for $\omega$) are indicated by the corresponding eigenvectors of $A$, which are all real.

**Step 4: For the simple model, select a good chord, find basis generators for one-dimensional synchrony, and form synchronic groups**

The required computations for this stage are described in [12] and [10]. Note that basis generators for one-dimensional synchronic groups were referred to as reference generators in [12]; our present terminology seems preferable, in view of the extended (multi-dimensional) notion of synchrony that we are using now.

**Recognizing synchrony:** Synchrony in a given chord of (5) can be recognized by examining the rows of the chordal matrix, a matrix whose columns are the eigenvectors of $A$ that are associated with the chord. Note that each row of the chordal matrix (or chordal row) corresponds to a particular generator. A generator exhibits exact one-dimensional synchrony with a basis generator if its corresponding chordal row is a (positive or negative) multiple of the chordal row of the basis generator. Approximate synchrony involves approximate alignment of these chordal rows, and measures of synchrony aim to quantify the degree of alignment. The degree of synchrony between two generators is defined in [12] as the cosine of the angle between the corresponding chordal rows. The synchronic distance of a given generator from a basis generator is defined in [10] as the distance between its chordal row and the projection of this row on the chordal row of the basis generator. For both these measures, it can be advantageous to work with weighted versions of the chordal rows, as noted in [10], [12].

**Finding basis generators:** To pick the basis generators for a given chord, the thesis [10] presents an algorithm that is considerably simpler than the fuzzy clustering procedure originally prescribed in [12]. In this simplified algorithm, the first basis generator picked is the one with the largest total participation, [13], in the chosen chord, where this total is measured in some convenient way. The second basis generator is picked as the one that has the largest synchronic distance to the first basis generator. We continue in this fashion until the desired number of basis machines has been obtained, each time picking the next basis generator so as to maximize its minimum synchronic distance from existing basis generators.

**Forming synchronic groups:** Given a set of basis generators, the definition of synchronic groups is carried out by assigning each non-basis generator to the basis generator with which it has the highest-magnitude degree of synchrony.

**Selecting a good chord:** Chord selection proceeds sequentially. We start with two modes of the model (5), perhaps the slowest or most extensive, then look for three synchronic groups in this chord, using the procedure described in the preceding subsections. Three approximately inter-group modes can be associated with this grouping; two of these modes will be good approximations to the chord we began with, while the third will be a good approximation to an additional mode of (5). This additional mode is now added to our chord, and the procedure is continued, searching for four groups in the three-mode chord. The process terminates when we obtain a chord with the desired number of modes, which is also the desired number of synchronic groups. It is shown in [10] that this procedure is consistent with obtaining well-defined inter-group and intra-group behavior in the final chord.

For dynamic equivalencing of systems with under around 500 generators, which covers a great number of situations of practical interest (especially as one moves towards using such equivalents to enable near-real-time applications), a full eigenanalysis of the core model is quite tractable, so chord selection can be done with a full picture of the modal structure of the system. However, our sequential chord selection procedure is also amenable to sequential computation of just the selected modes (each one of which comes with an automatically generated initial guess), if the size of the core model precludes full eigenanalysis.

**Choosing the number of groups:** We are left with the problem of determining the number of modes to use in a chord, or equivalently, the number of synchronic groups to end up with. A desirable choice would be one for which the largest intra-group synchronic distance is small, relative to the smallest inter-group synchronic distance, because this would correspond to having distinct, well-defined synchronic groups. Other considerations include the extent of reduction one seeks, practical constraints on the choice of a study group (see Step 5 below), and so on.

**Step 5: Select a study group**

The choice of which synchronic group (or groups, taken together) should constitute the study group depends on the particular events that one wishes to investigate. The study group should clearly include any generators that are to be disturbed. For disturbances on load buses or transmission lines that are not tightly associated with the study area alone, the proper choice of study group may not be so evident; further research and experience are needed to refine the selection of the study group for such situations. The guiding principle, however, is that the intra-group modes of external (i.e. non-study) synchronic groups should not be significantly excited by the disturbances of interest. This in turn implies that the study group should comprise one or more entire synchronic groups, not portions of such groups. Thus a study group should not be arbitrarily defined; the decomposition into synchronic groups shows where the allowed “boundaries” of a
The basis generators inherited from the earlier decomposition into one-dimensional synchronic groups (see Step 4) may be expected to work well as basis machines for whichever group, study or external, they fall into. We shall therefore retain them for what follows. However, it is possible to revisit the selection of basis generators for the study and external areas, to optimize the performance in the steps below; some initial explorations are found in the thesis [14].

**Step 6: Impose synchrony-derived structure on the original, unreduced model**

We now return to the detailed linearized model (2) to impose on it the structure exposed by analysis of the simplified model (5). Denote by \( x_z \) the variables in \( x \) that correspond to the less-relevant (i.e., non-basis, external) generators; call these the less-relevant variables. Let \( x_r \) denote the remaining (relevant) variables, which include the variables in \( x \) that correspond to the study-group generators and to the external basis generators. After reordering (2) to expose the relevant and less-relevant parts, the linearized DAE model becomes

\[
\begin{pmatrix}
  \dot{x}_r \\
  0 \\
  \dot{x}_z
\end{pmatrix}
= \begin{pmatrix}
  A_{dr} & B_{dr} & 0 & 0 \\
  C_{dr} & J_{rr} & J_{rz} & 0 \\
  0 & J_{sr} & J_{zz} & C_{dz} \\
  0 & 0 & B_{dz} & A_{ds}
\end{pmatrix}
\begin{pmatrix}
  x_r \\
  u_r \\
  u_z \\
  x_z
\end{pmatrix}
\]

(6)

where \( u_r \) and \( u_z \) are the vectors of voltage perturbations at the buses of the relevant and remaining buses respectively. The vector \( x_r \) can itself be separated into variables \( x_b \) associated with the basis generators, and the remaining relevant variables \( x_p \). After some reordering of variables, if necessary, we can write

\[
x_r = \begin{pmatrix}
  x_b \\
  x_p
\end{pmatrix}
\]

(7)

For our work, we shall take \( x_z \) to contain just the \( \delta \) and \( \omega \) components of the basis generators. The numerical experiments reported in the next section involve two different choices of basis machines: for a full basis, we use the external basis generators and the study-group basis generator; for an external basis, we only use the external basis generators.

**Step 7: Obtain the form of the SME equivalent**

Suppose now that a relation of the form

\[
x_z = K_b x_b = (K_b \ 0) \begin{pmatrix}
  x_b \\
  x_p
\end{pmatrix} = K x_r
\]

(8)

happens to hold (at least approximately) for some matrix \( K_b \), for disturbances in the study group. The reasons for anticipating such a relation will be outlined in Step 8, where we show how \( K_b \) may be computed. Given (8), we can condense (6) to the form

\[
\begin{pmatrix}
  \dot{x}_r \\
  0
\end{pmatrix}
= \begin{pmatrix}
  A_{dr} & B_{dr} & 0 \\
  C_{dr} K & J_{rr} & J_{rz} \\
  0 & J_{sr} & J_{zz}
\end{pmatrix}
\begin{pmatrix}
  x_r \\
  u_r \\
  u_z
\end{pmatrix}
\]

(9)

This is the form of the SME equivalent. The route to this equivalent is much more direct and fruitful than our earlier approach in [9], which was motivated by ideas of Selective Modal Analysis, [13].

What (9) describes is the original linearized model (6), except that the dynamic contributions (via the term \( C_{dz} x_z \)) of the less-relevant generators to the remainder of the system have been replaced by a vector of current injections \( C_{dz} K_b x_b \) at the buses of these generators, i.e., a set of dependent currents driven by the motions of the basis generators. All that is left is to replace the less-relevant generators with nondynamic dependent current sources at the bus of each less-relevant generator. Then \( x_b \) can also expose the presence of impedance–load buses (e.g., buses 11 and 12 in the schematic of Fig. 1) that are only connected to each other and to the buses of the less-relevant generators. These load buses can be eliminated by a standard Ward-type reduction, and exactly compensated for by a modification of the dependent current source at the bus of each less-relevant generator, adding terms that depend linearly on the voltages at the buses of all the less-relevant generators. The computational benefits of doing this will depend on the particular system being studied.

We can now translate the above reduction of the linearized model to a reduction of the original nonlinear model (1). Again, only the less-relevant generators are affected. The replacement for the \( m \)th less-relevant generator is the configuration shown in Fig. 2, obtained simply by offsetting the operating generator current \( I_m \) and terminal voltage \( U_m \).

**Step 8: Compute the modal correction \( K_b \)**

The reasons for anticipating a relation of the form (8) are as follows:

- For disturbances in the study group, our careful synchronic grouping should ensure that only the inter-group electromechanical modes of the system (2), (4), (6) are significantly excited outside the study group. Consequently, \( x_b \) and \( x_z \) will display mainly the inter-group
modes, except that any variables of the study-group basis generator(s) in \( x_b \) will also display the intra-group modes of the study group.

- Given synchrony in the inter-group modes, we expect that at least the \( \delta \) and \( \omega \) portions of \( x_z \) will be approximately linear combinations of the basis variables when only the inter-group modes are excited.

The above reasoning suggests that it is sufficient to try and satisfy (8) for the case where just the inter-group modes are excited. Also, we can ignore those components of \( x_z \) that do not contribute to the product \( C_d \cdot x_z \); this consideration typically leaves us with only the \( \delta \), \( \omega \) and rotor flux components of the less-relevant machines to worry about. Under these conditions, many strategies are possible. We shall shortly outline just four; some others are considered in [10] and [14], and still more may be imagined.

Proceeding directly, we first find the inter-group modes of (2), (4), (6). These modes were labeled as inter-group modes only in the small, simplified model (5), so we now have the challenge of recognizing them among the (very many more) modes of the large, unreduced linearized model. For this, we have to begin by actually computing these modes for this unreduced model. With intermediate-sized models, computing the electromechanical modes can be a difficult task, but effective methods have been developed, see references [2], [10], [16], [17] in [9] for example.

The matching of the oscillatory inter-group modes from (5) with modes of the large model can be carried out quite reliably using mode frequencies, mode shapes, and participation factors (taking advantage of the fact that the participation in electromechanical modes is almost entirely contributed by generator angles, velocities, and rotor fluxes). Recall that each eigenvalue \( \lambda_i \) of \( A \) in (5) corresponds to a pair of eigenvalues at approximately \( \pm j \sqrt{\lambda_i} \). For \( A \) in (4). On occasion, there may be more than one candidate for a match, and some further exploration may be needed. The eigenvalue \( \lambda_0 = 0 \) of \( A \) maps to an eigenvalue at 0 for the large model, and another small negative real eigenvalue, which may be termed the partner of the eigenvalue at 0. However, locating the correct partner eigenvalue can be tricky, so we have dropped this eigenvalue in all our computations with inter-group modes: when we talk of inter-group modes of the unreduced model in what follows, we are referring to the solitary mode at 0, along with the oscillatory mode pairs that correspond to \( \pm j \sqrt{\lambda_i} \) for those \( \lambda_i \) represented in the chord of interest.

Suppose now that the (chordal) matrix of inter-group eigenvectors for the unreduced model is partitioned conformably with the ordering we have been assuming for the components \( x_b, x_p, \) and \( x_z \) of \( x \):

\[
V = \begin{pmatrix} V_b \\ V_p \\ V_z \end{pmatrix}
\]

Then satisfying (8) for the case where just the inter-group modes are excited corresponds to finding a \( K_b \) that satisfies

\[
V_z = K_b V_b
\]

This equation motivates our referring to the computation of \( K_b \) as the modal correction step of our SME procedure. There are potential advantages to working with a modified version of (11) in which each row is pre-weighted before solving for \( K_b \), see [11], [10], but for this paper we stay with the unweighted version.

If we use a full basis, as defined at the end of Step 6, then \( V_b \) in (11) has one more row than column, corresponding to an underconstrained set of equations, with an infinite number of solutions. The formula

\[
K_b = V_b V_b^T
\]

where \( V_b^T \) denotes the pseudo-inverse of \( V_b \), gives the solution \( K_b \) that has the least sum of squared entries, and we refer to this as the full-basis/full-mode solution. Note, however, that other solutions are possible, and further research may show one of these alternatives to even be preferable.

An external basis (see Step 6) may be expected to perform better for our purposes, because the study-group basis generator displays the intra-study-group modes in addition to the inter-group modes of interest to us. (The more careful reasoning in [10], [11] shows that this is especially true when the study-group basis generator is directly disturbed.) In this case, \( V_b \) in (11) has one fewer row than column, corresponding to an overconstrained set of equations, which typically will not have a solution. A possible choice of \( K_b \) in this case is the least square error solution, still given by the formula in (12). We shall refer to \( K_b \) computed this way as the external-basis/full-mode solution. Once again, other solutions are possible, and may end up being preferable.

Our experience so far shows that highly satisfactory SME equivalents can in fact be obtained by satisfying (8) for just the mode at 0, whose eigenvector is immediately available for even the largest power system models; this eigenvector has an entry of 1 for each generator angle, and all its other entries are 0. If this experience holds up with tests on much larger models than those we have tackled so far, it will imply a great simplification of this step of the SME procedure. Again, the formula in (12) can be used for what is now an underconstrained case. If we use an external basis, we refer to the resulting \( K_b \) in this case as the external-basis/zero-mode solution.

Finally, the simplest choice is to take \( K_b = 0 \), i.e. ignore the dependent current source in Fig. 2. We refer to this as the no-correction solution. Even this crude choice turns out to perform quite well, as already demonstrated in [9], reflecting how much the preceding steps of the SME procedure are contributing to the equivalent.

### III. Illustrations On A Test Example

We present in this section an illustration of the SME procedure, and of the results it produces. The model we use is roughly based on the France-Spain power system; the network has 83 buses, and the 23 generators are represented in some detail, with a total of 476 state variables. Our earlier time-domain studies, [12], were limited to a swing-equation model with 93 state variables.
Figure 3: Relative Geographical Locations of the Generating Units in the Test Model. With a chord of five modes, the corresponding one-dimensional synchronic groups were determined to be \{21, 15, 16, 17, 22, 23\} (chosen as the study area), \{13, 10, 11, 12\}, \{14\}, \{18\} and \{19\}, with the basis generator shown boldfaced.

A. Procedure

The detailed unreduced model was implemented in the software package EURQSTAG, [15], [16], and its operating point and linearization at this operating point were determined (Steps 1 and 2). All computations with the linearized model were carried out in MATLAB, [17]. The square matrix $A$ of (4) has dimension 476. The core model extracted from (4) has a matrix $A$ of dimension 23 (Step 3).

The sequential chord selection process (Step 4) yields modes in the order $\lambda_0, \lambda_1, \lambda_5, \lambda_6, \lambda_7, \ldots$, which is significantly different from the ordering in ascending magnitude that slow-coherency would end up with. Based on the criterion described at the end of Step 4, and given the desire to have a study group that includes most of the generators in France, the best number of groups for our decomposition turns out to be five. These groups, computed from the chord comprising the first five modes listed above, are indicated in Fig. 3. The group with the machines \{21, 15, 16, 17, 22, 23\} was then selected (Step 5) to be the study area (the basis generator appears in boldface). We thus have 6 generators in the study area and 4 external basis generators (with 255 associated state variables altogether, which become the state variables of the equivalenced system), and 13 machines that will eventually be reduced. The detailed model can be structured accordingly (Step 6).

The form of the SME equivalent can now be obtained (Step 7). The implementation of the dependent current sources for the replaced generators is completely straightforward in EUROSATAG. Finally, we can compute the modal correction term $K_b$ in at least the four ways mentioned earlier (Step 8). The results of numerical experiments with the resulting SME equivalents are presented in the next subsection.

B. Test Results

Figure 4 shows an example of a frequency-domain test (in MATLAB) that compares the Bode magnitude responses of the linearized unreduced and reduced models. The input is the mechanical power perturbation at generator 17 and the output is the perturbation in the absolute angle of the same machine.

Figure 4: Bode Magnitude Plot for Generator 17. The input is the mechanical power perturbation at generator 17 and the output is the perturbation in the absolute angle of the same machine.
equivalent turns out to perform very well. These general observations about the results apply to essentially all our experiments, so we shall not repeat them each time. We also performed time-domain tests (not shown here) on the linearized models; simulation times for the reduced models were significantly smaller — by factors in the range of approximately 6 to 12 — than the times for the unreduced model.

We turn now to time-domain simulations of the nonlinear models, all carried out using the variable-time-step routines of EUROSTAG. Figure 5 shows the results obtained when generator 17 is totally disconnected between \( t = 10 \) s and \( t = 12 \) s. We present only the no-correction and external-basis/zero-mode cases, but the other reduced models perform comparably. The no-correction case turns out to be only slightly worse than the others, which emphasizes again the importance of an efficient partitioning, and shows that synchrony-based decomposition of the system has produced very well defined groups. The modal correction allows the reduced model to match the unreduced system more closely, producing a response that is virtually indistinguishable from that of the unreduced model over the full 10-second window. Simulation times for the reduced model were around 27% smaller than those for the unreduced model. More significant reductions in simulation times may be expected for larger systems, where a bigger fraction of the machines on the system will probably end up being replaced.

The results of another time-domain experiment are presented in Fig. 6. The perturbation here is a permanent short circuit in the middle of the line between generators 17 and 22, which corresponds in effect to a topological change in the network. The reduced models with the external-basis/zero-mode correction and with no correction are compared to the unreduced model. The plots show the the absolute angles, the relative angles (referenced to machine 21), and the terminal bus voltages of the two generators. Good performance is seen throughout. Simulation times for the reduced model were around 19% less than for the unreduced model.

We have shown how absolute angles, and not just relative angles, are rather well preserved by SME. For most purposes, it would suffice to preserve the relative angles. However, if one wished for some reason (e.g. protection) to compare actual angle measurements made outside the study group with the predictions of a reduced model for the study group, it would be important to preserve absolute angles.

V. Conclusion

We have presented an overall perspective on SME, including some recent extensions and simplifications, as well as illustrative tests on an intermediate-sized model (larger and more detailed than in earlier tests of SME). The SME equivalent is obtained cleanly and directly, and the results are promising. In particular, the good performance of the zero-mode correction opens the door to carrying out SME on much larger models, without the burden of computing modes for these large models.

Some important issues remain to be addressed, even at the level of intermediate-sized models. Note that our synchronic grouping tells us how to group the *generators*, and the theoretical development of the SME equivalent gives some assurance that the equivalent will perform well for perturbations on the *study-group generators*. For perturbations at *load buses* and
transmission lines that are clearly embedded within a particular study group, e.g. a line connecting two generators in the study group, we expect again to get good results. All the perturbations presented in this paper have been of the preceding types. Consider, however, a perturbation on a heavily loaded line between generators in two different synchronic groups, only one of which has been selected for the study group. We have simulations that show the possibility in this case of very poor matches between the responses of the full model and the SME equivalent. Clearly, what is needed in this situation is to expand the definition of the study group to include both the synchronic groups rather than just one of them, as noted in Step 5. In other situations, the solution may be less clear. Further research is needed to show how to factor into the definition of a study group whatever information is available about which buses and lines are to be perturbed or faulted in a given study. Related to this is the question of how to associate load buses and transmission lines with synchronic groups. In the context of slow-coherency, references [18] and [19] represent two approaches to addressing this task. From the point of view of synchrony, the discussion in Step 5 points to the considerations that are involved, and we expect to investigate these issues further.
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