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Abstract—There are two primary objectives of this paper. The first is to present methodologies developed for experimentally determining accurate models for the nonlinear friction inherent in most mechanisms. The second objective is to present alternative closed-loop controller strategies for decoupling the effect of friction in order to improve positioning accuracy. The identification methodology is novel in the manner in which it extracts the nonlinear friction properties from the closed-loop errors via an iterative signal processing technique. The paper is based on both theoretical modeling and on a practical position control problem that was substantially resolved in developing the methodologies. The application was a robotic gripper with a highly preloaded rack-and-pinion mechanism. The paper provides both measurement and controls design methodologies to help systematically circumvent the problems of nonlinear friction in precise, position-controlled mechanisms.

I. INTRODUCTION

Friction exists in all mechanisms to some extent. In many motion control applications, friction is a dominant factor that limits the performance of the system. However, because of its nonlinear nature, friction is often neglected or inadequately compensated by conventional controllers.

Much work has been discussed in the literature in terms of formulating a friction model, identifying its parameters, and compensating its effects [1]–[6]. Several friction models are plotted against velocity in Fig. 1. The first shows a simple “relay” characteristic to represent Coulomb or sliding friction. Breakaway friction, or stick, is included in Fig. 1(b) as well as viscous damping. Fig. 1(c) contains an exponential model with a negative slope at low speeds [4], [5]. Furthermore, asymmetric friction properties have been documented in some applications [2]. To date, these asymmetries have normally been associated with the direction of motion.

A fundamental problem with these models is that they are not causal, that is, the discontinuity at zero speed allows the friction to take on an infinite number of values. This problem appears as errors or instabilities in algorithms that depend on “true” zero velocity to correctly compensate the friction. Systems that differentiate a quantized position signal to estimate velocity are especially vulnerable since a calculated zero speed may not occur during velocity reversals.

A solution to this problem is proposed in [1]. This solution circumvents the discontinuity by defining a small “stick” region at a minute speed in which the velocity is defined to be zero, as shown in Fig. 1(d). In this region $\Delta \omega$, the friction force balances the net force acting on the rest of the system. Equilibrium is maintained until the breakaway force is exceeded, and the system moves into the slip region.

Although other methods exist, a crucial test of any friction model is its ability to accurately predict the friction forces near zero speed since the dynamics in this region are often dominated by the nonlinearity.

The first steps in compensating friction are formulating a feasible, physically correct model and then identifying...
its parameters. However, conventional systems identification methods have two drawbacks; most apply only to linear systems, and all require prior knowledge of the model structure. Because of the vast variations in the friction models proposed, it may be a difficult task to select the proper model structure for a particular mechanism. At the worst, an arbitrary choice is made, and the data is force fit to an inappropriate model.

The next step involves setting up experiments for identifying the model parameters. For example, it is common to measure the actuator current just before and after motion begins to estimate the breakaway and sliding friction torques, respectively. However, this technique does not take into account inertial effects, which would require knowledge of acceleration. Unfortunately, many practical motion control systems do not have the means to measure or accurately estimate acceleration without additional, expensive equipment.

Because of these limitations, a need exists for a simple method for identifying the friction nonlinearity: not only the model parameters but also their structure. This paper proposes a method that extracts the friction characteristic from the loop errors of a state feedback motion controller. The controller is initially designed by incorporating all available system knowledge into the model. The unmodeled effects, such as friction, will appear as state errors in the controller. By using signal processing analysis techniques to isolate the errors as functions of the states (e.g., velocity or position), the physical relationship between friction and the spatial states become readily apparent. This observed relationship is used to formulate an appropriate model structure. Then, these same torque errors are used to identify the model parameters. This model is then used to implement a nonlinear friction compensation in a feedforward or feedback format. By applying this method in an iterative scheme, the system’s performance can be continually improved by progressively extracting and compensating the dominant, unmodeled terms until the tracking errors are reduced to an acceptable level.

Another key advantage of this strategy is that existing control hardware is usually sufficient to identify the friction model and implement its compensation. Thus, in-situ experiments can be used to improve the algorithms of existing servo systems, often without adding costly new hardware.

To demonstrate its utility, this method was applied to a robotic gripper. The results show that substantial improvements in accuracy can be obtained by minimizing the effect of friction in the mechanism.

This paper first develops the principles of the proposed method and then demonstrates its practical application.

II. STATE FEEDBACK CONTROLLER DESIGN

As previously stated, the proposed method uses controller errors for identifying the friction nonlinearity. Thus, a logical first step involves designing a state feedback controller or restructuring an existing controller so that the signals of interest are available for analysis. Since this method uses controller errors for identifying the friction nonlinearity, proper attention should be focused on its initial design.

There are two objectives for any motion controller; first to accurately track the commanded trajectory and second to reject all other disturbances.

The first requirement is accomplished by designing a feedforward controller to enhance tracking accuracy. A model-based feedforward controller should be used to compensate for any dynamics for which there are reasonable estimates (e.g., inertia, damping, back-emf, friction, etc.). The state equation describing a linear system with input \( U \) is

\[
\dot{X} = AX + BU.
\]

For a tracking controller, \( X = X^* \) is desired, where \( X^* \) is a vector of the commanded states. Substituting this into the state equation, the feedforward control inputs \( U_{ff} \) must be

\[
U_{ff} = \hat{B}^{-1}[X^* - \hat{A}X^*]
\]

where \( \hat{B} \) and \( \hat{A} \) are estimates. A block diagram for a torque-controlled servomotor-driven mechanism with total reflected inertia \( J \) and viscous damping \( b \) is shown in Fig. 2. A high bandwidth cascaded current loop and field-oriented control are assumed; therefore, the electrical dynamics can be neglected. For this model, the feedforward torque command for ideal tracking would be [7], [8]

\[
T_{ff} = \dot{\hat{J}}\omega^* + \dot{\hat{b}}\omega^*
\]

where \( \dot{\hat{J}} \) and \( \dot{\hat{b}} \) are estimates of \( J \) and \( b \), respectively. It will be shown later that errors in the estimates of the feedforward parameters can be tolerated, but even partial cancellation of known system dynamics will improve the initial results.

The second controls objective is disturbance rejection. This criteria is accomplished by state feedback as shown in Fig. 3, where state feedforward is also included. The ability of a controller to attenuate extraneous loads can be described by the controller’s “dynamic stiffness” [9], [10]. This measure of disturbance rejection can be derived as

\[
\frac{T_d(s)}{\hat{\theta}(s)} = J\dot{s}^2 + (b_a + b_s)s + K_a.
\]

Note that the state feedback gains of this topology take on physical significance. For example, the position gain behaves like an “active” spring with stiffness \( K_a \) and units (N-m/rad). Similarly, the velocity gain has properties and units of damping, but it is “active” because it does not dissipate power in heat. When multiplied by their respective state errors, a feedback torque error that attempts to correct the physical states is produced:

\[
T_{fb} = K_a(\dot{\theta}^* - \dot{\theta}) + b_a(\omega^* + \omega).
\]
whereas the feedback controller attempts to reject disturbances.

The topology of Fig. 3 provides an important functional distinction between feedforward and feedback. The feedforward controller provides accurate command tracking, whereas the feedback controller attempts to reject disturbances in the form of external loads or unmodeled dynamics. In doing so, it acts as a disturbance estimator. Thus, the poles of the controller should be placed to obtain disturbance rejection properties, whereas the model-based feedforward controller should be independently designed for command following.

The use of a state integrator should also be noted in Fig. 3. This integrator is highly desirable in most position control systems. However, it is well documented that integral controller states can cause limit cycles and/or instability in the presence of friction. The stick-slip nature of friction works against the tendency of the integrator to drive steady-state errors to zero. This antagonizing relationship renders integral control unfit for controlling systems with substantial friction. Of course, without integral control, relatively large, steady-state errors can remain uncompensated. Thus, a major motivation for decoupling the friction nonlinearity is to produce a system with predictable, stable, space-invariant dynamics.

III. AN IDENTIFICATION METHOD BASED ON STATE FEEDFORWARD, STATE FEEDBACK PROPERTIES

The state feedforward, state feedback controller developed in the last sections serves as the foundation of the proposed friction identification method. Its use and an introduction to the methodology will be based on the following analysis (based on a simulation of the system in Fig. 3).

A. An Iterative Systems Identification Methodology

Suppose the feedforward is ideal ($\hat{\beta} = \beta$). Then, the system will track the commands perfectly with zero state errors. However, if the feedforward model does not accurately represent the physical system, tracking errors will result. As previously stated, unmodeled dynamics of the system will appear as feedback torque commands $T_{f}$, as described in (5), that is, the unknown friction torque in the mechanism must be contained in $T_{f}$.

As a systems test procedure, assume that the system can be driven over trajectories that includes a velocity reversal. A possible trajectory state command set is shown in Fig. 4. If the feedback torque error $T_{f}$ is measured during the trajectory and plotted verses velocity $\omega$, the result may look similar to one of the cases shown in Fig. 5.

Here, feedforward has cancelled all dynamics except for the system friction, and torque error is entirely caused by the physical friction. However, it is more likely that the feedforward compensation is not perfectly accurate, and errors due to inertia and damping will also be present. Fig. 5(a) represents a worse case since no feedforward compensation is used (which implies $\hat{\beta} = 0$). The basic friction characteristic is present, but it is contaminated by other errors. For example, the hysteresis loop of Fig. 5(a) is caused by inertial errors and will be present whenever the system is accelerating. The size of the hysteresis loop can be used to estimate the inertia of the system

$$\hat{\beta} = \Delta T_{f} \frac{1}{2} \omega$$

where $\Delta T_{f}$ is the width of the loop. Note that the inertia estimate could be obtained from a plot of $T_{f}$ versus $\omega$ if a good measure of acceleration were available.

After a good estimate of inertia is made, it will be added to the feedforward path to reduce or eliminate state errors while accelerating. With the improved tracking control, the system is again exercised over the same trajectory. The new $T_{f}$ versus $\omega$ relationship has no hysteresis loop if the inertial compensation was successful, as observed in Fig. 5(b).

The sloped line in the $T_{f}$ that is characteristic of Fig. 5(b) suggests that a viscous damping estimate is also present. The slope of this line allows the damping coefficient $\hat{\beta}$ to be estimated directly by standard least squares curve fitting.

It is appropriate to note that the sloped $T_{f}$ versus $\omega$ characteristic can also be caused by back emf in systems that use voltage regulation rather than current regulation in the power converter. In either case, it can be identified and compensated using the same method.

At this point, the feedforward terms include accurate inertial and viscous damping terms. Repeating the command trajectory, the friction characteristic of Fig. 5(c) is observed. The two parameters that define the friction model $T_{\text{stick}} - T_{\text{slip}} = T_{f}$ are obtained by inspec-
Incorporating these parameters in the feedforward model yields complete friction compensation, with only residual torque feedback noise remaining, as shown in Fig. 5(d).

Summarizing this method, a feedforward model is built by successively extracting the uncompensated system dynamics from the feedback errors. Proper construction of the controller assigns units of torque to these feedback errors. Viewing the controller errors as torques allows direct correlation to physical phenomena, such as inertial, damping, and friction torques. Plots of $T_{fb}$ versus velocity show the structure of the friction characteristic and provide response data for estimating its parameters. As the characteristics are identified, their effects are included in the compensation algorithm. This process is pursued iteratively until tracking errors are reduced to an acceptable level. This methodology can be extended to expose spatial dependencies such as robotic link gravitational torques, which would be identified on a $T_{fb}$ versus position plot.

B. The Use of Spatial Synchronous Averaging

A potential problem with any identification method is the contamination of data by uncorrelated signals inherent in the data. Most methods attempt to reduce the effects of such unwanted signals by the selection of robust signal processing techniques. One signal processing technique (synchronous averaging) has proven particularly effective in attenuating such noise during the experimental stage.

Most averaging methods are based on attenuating signals that are not correlated with the common reference variable (usually time). Random noise is an example of such a signal that is asynchronous and uncorrelated in time. However, other types of noise can still taint the results due to their correlation to the common reference. Examples include other physical characteristics that vary with position, acceleration, or current (e.g., gravitational loads, torque ripple, spatially varying loads, Coriolis effects, etc.). These unknown physical effects are unmodeled so they will also be contained in the $T_{fb}$ signal, along with the frictional properties of interest as shown by (7).

$$ T_{fb}(\omega, \omega, \theta, i, t) = T_{fric}n(\omega) + T_{other}(\omega, \omega, \theta, i, t). \tag{7} $$

Thus, to improve the friction model, it is desirable to attenuate the components of $T_{fb}$ that are asynchronous (uncorrelated) with the spatial variable, velocity (i.e., $T_{other}$). This will leave only the desired signal that is synchronous with velocity, i.e., $T_{fric}$. By proper design of the experiment, a deterministic effort is made to average out the signals that are asynchronous with the spatial variables, most especially with velocity.

This concept suggests that data be averaged in the velocity (not time) domain. A common velocity distribution should be used in all experiments, but all other motion variables are varied in order to average out effects not included in the velocity-dependent friction model. A number of velocity trajectories can be generated, where each has the same shape and size, but the corresponding position and acceleration trajectories can have different magnitude, direction, and initial positions. Fig. 6 shows a set of possible test trajectories. The fact that total motion time is being varied from one trajectory to the next (i.e., slow trajectories take longer to complete than fast ones) is implicit in the horizontal axis of Fig. 6. Thus, undesirable spatial and temporal dependencies can both be averaged out at the same time.

C. Experimental Results: Spatial Synchronous Averaging

The actual averaging algorithm is unique because the measured torque errors need to be converted to a velocity reference frame before point-by-point averaging, that is, discrete velocity points must be chosen and the torque errors averaged only at those points. One problem is that the data obtained from the digital controller consists of discrete data points at uniformly spaced times. In this work, the fastest trajectory was used as the velocity reference. It uses the closest velocity points in all slower trajectories. Intermediate points were discarded. Linear interpolation was used to interpolate the torque errors at the corresponding velocity reference points. Decimating the torque errors in this way converts the data to a form suitable for averaging in the velocity domain. Experimental results in Fig. 7 show the final friction characteristic.
as the active damping gain is increased by four times critical damping. It should be recognized that the gain (active damping) achievable in the actual system was limited by the sampling rate and feedback signal quantization of the digital controller. Regardless of the damping level achieved, it is important to not mistake the controller dynamics for physical, friction phenomena. This is a potential hazard when using a linear controller to control a nonlinear system.

One last comment is appropriate concerning identification. It may seem reasonable to evaluate only the controller torque signal produced by velocity errors (i.e., $b_\omega (\omega^* - \omega)$) since we are trying to average out position dependencies. Fig. 9 is a breakdown of the subcomponents comprising the $T_{fb}$ signal. Clearly, neither signal is useful for identification purposes by itself. The composite signal contains the information needed for parameter estimation.

IV. FRICTION COMPENSATION

With the frictional characteristic of the mechanism accurately identified, two nonlinear control compensation methods will be compared. Nonlinear decoupling state feedback (FB) compensation decouples the friction nonlinearity in the closed loop by using measured states to calculate the friction model. In contrast, the nonlinear decoupling state feedforward (FF) compensation method utilizes commanded states. Figs. 10 and 11 show the two controller topologies.

A. Nonlinear State Feedback

Feedback compensation implements the causal friction model described in Fig. 1(d) with stick region width $\pm \Delta \omega$:

$$|\omega| > \Delta \omega \quad \text{(system is in the "slip" region)}$$

$$\hat{T}_{\text{friction}} = \hat{T} \cdot \text{sign}(\omega) + b\omega \quad (8a)$$

$$|\omega| < \Delta \omega \quad \text{(system is in the "stick" region)}$$

$$\hat{T}_{\text{friction}} = \text{MIN} \left\{ \hat{T}_{\text{cmd}}, \hat{T}_{r} \cdot \text{sign} \left( \hat{T}_{r} \right) \right\} \quad (8b)$$

where the MIN function here selects the number closest to zero and limits the friction torque to the breakaway
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Fig. 9. Breakdown of feedback torque error components.

\[ T_{fb} \mid K_d (\theta^* - \theta) \]
\[ b_a (\omega^* - \omega) \]
\[ \text{velocity} \]

Fig. 10. Nonlinear decoupling state feedback friction compensation technique.

Fig. 11. Nonlinear decoupling state feedforward friction compensation technique.

value \( T_s \) in the stick region. \( \hat{T}_{\text{friction}} \) is the calculated friction torque used for the compensation, and \( \hat{T}_{\text{em}} \) is the estimated electromagnetic torque produced by the motor. From the block diagram in Fig. 10, the controller output is a good estimate of \( \hat{T}_{\text{em}} \), that is, the sum of feedback and feedforward torque corrections

\[ T_{\text{em}} = T_{ff} + T_{fb}. \]  

The quality of the \( T_{\text{em}} \) estimate is good if the assumption of a high bandwidth torque control loop is satisfied and if the motor torque is accurately known. In the case of the robot gripper, the amplifier dynamics are an order of magnitude faster than the closed-loop mechanical poles; therefore, the assumption of a unity-gain, cascade torque regulator seems reasonable. A velocity estimate is also required for the digital controller and is obtained by a direct difference approximation of the encoder signal

\[ \hat{\omega}(k) = \frac{\theta(k) - \theta(k - 1)}{T} \]  

where \( T \) is the sampling period. The differential estimate proved to be fairly smooth in this application because the encoder's resolution (4096 ppr) was high relative to the sampling frequency.

B. Nonlinear State Command Feedforward

The feedforward controller uses a friction model similar to (8) but with some modifications. By definition, commanded states are used in place of the actual states. In addition, since no estimate of the feedback \( T_{fb} \) is available, the \( T_{em} \) estimate must be derived completely from feedforward (i.e., \( T_{em} = T_{ff} \)).

V. EXPERIMENTAL RESULTS

Fig. 12 compares the results of feedback, feedforward friction compensation relative to the uncompensated gripper. Both the feedforward and feedback implementations produced a substantial reduction in position and velocity errors over the initial system without friction compensation. For the robot gripper, position tracking errors were reduced by a factor of four or more when the friction compensation was added. The feedforward and feedback implementations produced similar results over most of the trajectory. However, the feedback friction compensation performed best in the regions near zero velocity, which resulted in smaller steady-state (endpoint) errors. In fact, the endpoint position errors were reduced twofold over the feedforward compensation and tenfold over the controller without friction compensation.

The two methods can be compared meaningfully at this point. The feedback implementation precomputes the friction estimate based on the command vector. This makes the feedforward strategy almost "free," since no additional closed-loop computation is required to compensate friction. In most cases, even more complex frictional models, such as asymmetrical frictional effects, can be incorporated at no additional real-time cost.

However, the feedforward method is fundamentally limited by its use of the command vector. Herein lies the key advantage of feedback compensation; actual states are used to calculate the friction correction. If the model is accurate (i.e., \( \hat{T}_f = T_s, \hat{T}_f = T_s \)), it is then theoretically possible to linearize the system, that is, by decoupling the friction nonlinearity with state feedback, we can cancel the space-variant dynamics. This attribute makes the feedback compensated system more robust to other disturbances than its feedforward counterpart. However, Figs. 10 and 11 imply that this advantage has a cost associated with the additional real-time computational burden of the feedback compensation terms.

Clearly, there is a tradeoff between the quality of the friction compensation and the computational cost of im-
implementing it. Both should be evaluated in light of the economics of a particular application.

VI. CONCLUSIONS

An experimental methodology for identifying nonlinear friction models in mechanisms has been developed and presented. Its key attributes are as follows:

- It is an integrated signal processing and experimental methodology.
- It extracts the frictional properties from the existing controller torque errors if the controller is properly formed to include both state feedforward and state feedback.
- It does not generally require the use of extra sensors other than those already used for the motion controller.
- It extracts robust estimates by using spatial synchronous averaging on the modeled variable. Two alternative friction compensation controller alternatives have been developed and evaluated.
- Both nonlinear state command feedforward and nonlinear state feedback techniques have demonstrated substantial improvement in positioning accuracy for a robotic gripper application.
- Nonlinear decoupling state feedback is the most robust, but it is generally more costly to implement due to the higher real-time computation needs.
- Nonlinear decoupling state feedforward is less robust, but it does perform well for the friction compensation needed in this robotic gripper application.
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