Fast treatment plan modification with an over-relaxed Cimmino algorithm
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A method to quickly modify a treatment plan in adaptive radiotherapy was proposed and studied. The method is based on a Cimmino-type algorithm in linear programming. The fast convergence speed is achieved by over-relaxing the algorithm relaxation parameter from its sufficient convergence range of \((0, 2)\) to \((0, \infty)\). The algorithm parameters are selected so that the over-relaxed Cimmino (ORC) algorithm can effectively approximate an unconstrained re-optimization process in adaptive radiotherapy. To demonstrate the effectiveness and flexibility of the proposed method in adaptive radiotherapy, two scenarios with different organ motion/deformation of one nasopharyngeal case were presented with comparisons made between this method and the re-optimization method. In both scenarios, the ORC algorithm modified treatment plans have dose distributions that are similar to those given by the re-optimized treatment plans. It takes us using the ORC algorithm to finish a treatment plan modification at least three times faster than the re-optimization procedure compared. © 2004 American Association of Physicists in Medicine. [DOI: 10.1118/1.1631913]
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I. INTRODUCTION

In radiotherapy, the actual dose delivery suffers from various nonideal situations including setup errors and patient motion. As a result, the actual dose delivered in the patient might differ from the planned dose. Such dose errors can be remedied through adaptive procedures by modifying the original treatment plan taking the previously detected dose error into account for subsequent dose delivery. For IMRT delivery, re-optimization is an intuitive and effective method to modify treatment plans in adaptive radiotherapy. However, computationally, the re-optimization procedure may not always be considered favorable given the computing powers available at most clinical facilities. This re-optimization efficiency problem would be more pronounced for situations that require fast treatment plan modifications, such as intrafraction patient motion correction, where ideally real time plan modification during dose delivery is desired. Therefore it is useful to study the possibility of implementing some fast treatment plan modification schemes in adaptive radiotherapy. On helical tomotherapy units, delivery modification based on the binary MLC leaf delivery sinograms has been proposed. In delivery modification, the original optimized beam fluence in sinogram is quickly modified to account for simple patient offsets that can be defined by six patient offset parameters (three for patient translation and three for patient rotation). This technique lacks the ability to deal with general patient motion involving organ/ROI deformation. Kapatoes et al. studied a fast beam fluence adjustment strategy for treatment plan modification without re-optimization. In their work, the desirable dose change in certain voxels was mapped back to their contributing pencil beams geometrically through a conversion from dose to TERMA and then to incident pencil beam energy fluence. This method provides a very fast modification of the pencil beam energy fluence. However, the modified dose distributions are often not very favorable due to the approximate nature of the method.

In this work, a simultaneous projection feasibility algorithm—the Cimmino algorithm—is used to increase plan modification speed by trading off the modification quality. The Cimmino algorithm is considered mainly because of its fast convergence speed, its implementation flexibility by assigning different weighting factors to different voxels, its successful application in solving various radiotherapy related problems, and its potential for implementation on parallel computer architectures if desired.

II. MATERIALS AND METHODS

A. An over-relaxed Cimmino algorithm

The Cimmino algorithm was introduced as an iterative linear algorithm to solve both linear equalities and inequalities. To apply the Cimmino algorithm to radio-
therapy treatment plan modification problems, the following set of linear inequality problems is formatted:\(^5\)

\[ d_L \leq Dw \leq d_U \]

or

\[ (d_L)_i \leq \sum_j D_{ij}w_j \leq (d_U)_i, \quad w \geq 0, \]

(1)

where \((d_L)_i\) and \((d_U)_i\) represent the lower and upper dose bounds assigned to voxel \(i\). The dose given to voxel \(i\) is computed by matrix multiplication of the dose transfer matrix \(D\) and the beam weight vector \(w\), whose components \(w_j\)'s are to be determined/modified. The Cimmino algorithm has the capability of searching for a feasible solution \(w\) of Eq. (1) if it exists, otherwise it converges to a least-square optimization solution related to the differences between the computed dose \(Dw\) and dose bounds \(d_L\) and \(d_U\)\(^{12,13}\) [refer to Eq. (A2)]. Hoffner et al.\(^{14}\) observed an interesting fact that by over-relaxing the relaxation parameter \(\lambda_k\) in the original Cimmino algorithm from its sufficient convergence interval \((0, 2)\) to \((0, \infty)\), the convergence of the Cimmino algorithm can be greatly accelerated without significantly sacrificing the quality of the algorithm outputs.

In their over-relaxation scheme, the relaxation parameter \(\lambda_k'\) is increased from iteration \(k\) to \(k+1\) according to (the notation \(\lambda_k'\) is used in the over-relaxed Cimmino algorithm to differentiate it from its counter part \(\lambda_k\) in the original Cimmino algorithm):

\[ \lambda_{k+1}' = \alpha_k \lambda_k' \quad (\alpha_k > 1) \]

(2)

as long as merit function \(G_k\) shows an improvement from the previous iteration. Their merit function \(G_k\) is given by\(^{14}\)

\[ G_k = \sum_i c_i \max(0, D^i w_k - (d_U)_i) \]

\[ + \sum_i c_i \max(0, (d_L)_i - D^i w_k), \]

(3)

where \(c_i\) is the voxel weighting factors assigned to voxel \(i\).

The \(G_k\) function in Eq. (3) measures the weighted linear accumulative deviation of the doses that exceed either lower or upper dose bounds. When the first \(G_{k+1} > G_k\) occurs at \(k = N\), then the over-relaxation scheme is terminated and \(w_N\) is a good approximation of the final convergence result that would have been generated by using \(\lambda_k \in (0, 2)\) in the Cimmino algorithm. The over-relaxation scheme in Eq. (2) is proposed based on the assumption about the linearity of the change in beam weights \(w_k\): multiple step updating of \(w_k\) in the original Cimmino algorithm with \(\lambda_k \in (0, 2)\) could be approximated by a single step updating of \(w_k\) with \(\lambda_k' > 2\). To further explore this linearity assumption, the following continued over-relaxation procedure is proposed for iterations \(k > N\), where \(N\) is the final iteration at which Eq. (2) terminates:

\[ \lambda_{k+1}' = \beta_k \lambda_k' \quad (\beta_k < 1). \]

(4)

Or more explicitly, for iterations \(k > N\), the subsequent iterations can be performed:

\[ \lambda_{k+1}' = \beta_k \lambda_k' \quad (\beta_k < 1). \]

Step 1: Update \(\lambda_k'\) according to Eq. (4); if \(\lambda_{k+1}' < 2\), terminates, else continue to step 2.

Step 2: Updating \(w_k\) to \(w_{k+1}\) using Cimmino algorithm with \(\lambda_{k+1}'\).

Step 3: If \(G_{k+1} < G_k\), go to step 1; else, set \(w_{k+1} = w_k\), go to step 1.

The introduction of the above-mentioned procedure for iterations \(k > N\) is based on the expectation that if a larger \(\lambda_k'\) fails to generate a better set of beam weights that corresponds to a better merit function score in the over-relaxation scheme, then a reduced \(\lambda_k'\) might be able to do so by giving a better linear approximation with smaller updating step length. A graphical representation of the convergence of the

---

**Table I.** Proposed parameter values for the ORC algorithm implementation in treatment plan modification.

<table>
<thead>
<tr>
<th>ORC parameters</th>
<th>Parameter interpretations</th>
<th>Suggested values</th>
</tr>
</thead>
<tbody>
<tr>
<td>((d_L)_i)</td>
<td>Lower dose bound assigned to voxel (i)</td>
<td>Dose prescription in re-optimization if applicable</td>
</tr>
<tr>
<td>((d_U)_i)</td>
<td>Upper dose bound assigned to voxel (i)</td>
<td>Dose prescription in re-optimization if applicable</td>
</tr>
<tr>
<td>(\lambda_k')</td>
<td>Relaxation parameter</td>
<td>Varies according to Eq. (2) and Eq. (4); (\lambda_{k+1}' = 1.0)</td>
</tr>
<tr>
<td>(\alpha_k)</td>
<td>ORC controlling parameter</td>
<td>(\alpha_k = 1.5)</td>
</tr>
<tr>
<td>(\beta_k)</td>
<td>Continued ORC controlling parameter</td>
<td>(\beta_k = 0.5)</td>
</tr>
<tr>
<td>(G_k)</td>
<td>Merit function</td>
<td>Quadratic dose objective function</td>
</tr>
<tr>
<td>(c_i)</td>
<td>Weighting factor assigned to voxel (i)</td>
<td>Derived equivalent weighting factors (Appendix)</td>
</tr>
</tbody>
</table>

**Non-trivial beams**

Selected voxels: Voxels included in the ORC algorithm

Selected beams: Beams \(w_k\)'s updated by the ORC algorithm

All ROI voxels in plan

Non-trivial beams in the original plan
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**Fig. 1.** The comparison between the original Cimmino algorithm (\(\lambda_k = 1.0\)) and the ORC algorithm in a typical adaptive radiotherapy treatment plan modification case study (refer to Sec. III A for case details). The iteration indices (X axis) is plotted in log scale and the merit function \(G_k\) is plotted on Y axis.
over-relaxed Cimmino (ORC) algorithm combining Eqs. (2) and (4) is shown in Fig. 1: the ORC algorithm rapidly lowers the merit function score $G_k$ within 10–20 iterations to a value that is close to the final convergence result by the original Cimmino algorithm ($\lambda_k = 1.0$) after 10,000 iterations. In order to reach the same level of $G_k$ value as the ORC algorithm, the original Cimmino algorithm would have to take approximately 10 times more iterations. The small distinctive tail after the tenth iteration on the ORC algorithm convergence curve corresponds to the further improvement made by the continued over-relaxation scheme with decreasing $\lambda_k$ as given by Eq. (4).

B. Initial beam weights dependence

The main problem investigated in this work is how to quickly modify a treatment plan when needed. Because the ORC algorithm is used in an adaptive situation, it is natural to start the ORC algorithm from the originally planned beam weights $w_0$, instead of zero beam weights or a set of beam weights with equally weighted nonzero components. In this way, the ORC algorithm is expected to quickly generate an approximate correction for beam weights based on previously optimized $w_0$. The importance of a good starting point to the ORC algorithm was also briefly mentioned by Hoffner et al. In their case studies, they stated that the first ten iterations were performed with $\lambda_k < 2$ in order to get a “stable” state to start the subsequent ORC iterations. In the adaptive scenario of this work, $w_0$ can always provide such a “stable” starting point for the ORC algorithm. Therefore, the ORC iterations can be started directly without first running a few regular Cimmino iterations with $\lambda_k < 2$. This could save significant computing time: in this work, it takes the ORC algorithm approximate 15 iterations to finish—compared to potential of 25 iterations (including 10 initial stabilization iterations), the number of Cimmino iterations is thus approximately reduced by 40%.

C. Algorithm parameters and flexibility

To effectively use the ORC algorithm in adaptive radiotherapy, we propose selecting a set of algorithm parameters such that the ORC iterations can approximate an unconstrained quadratic re-optimization process (re-optimization with a quadratic dose objective function without any optimization constraints). Based on the experience of this work, by using the ORC algorithm with the set of algorithm parameters in Table I we are able to generate acceptable results.

In Table I, the lower/upper dose bounds assigned to each voxel $d_L/d_U$ provide the driving force for the ORC algorithm. In order to approximate a quadratic dose objective function in re-optimization process, the prescribed dose values of corresponding re-optimization can be used as both the lower and upper dose bounds. For example, in a simplified two-fraction adaptive radiotherapy case where a dose error exists in the first fraction, the re-optimization dose prescription can be given as

$$
(d_L)_i = (d_U)_i = 2d_i^0 - d_{i1},
$$

where $d_i^0$ is the original prescribed dose per voxel $i$ and $d_{i1}$ is the dose actually delivered to it in the first fraction. The relaxation parameter $\lambda'_k$ represents the weightings given to the updating term at iteration $k$. Its initial value is set to 1.0 and then $\lambda'_k$ is varied systematically by Eqs. (2) and (4). The ORC controlling parameter $\alpha_k$ in Eq. (2) is set to 1.5 for all iterations, based on the observed trade-off between the fast convergence speed (larger $\alpha_k$) and possible better approximation of the original Cimmino algorithm (smaller $\alpha_k$). In the continued ORC iterations with decreasing $\lambda'_k$, the value of the controlling parameter $B_k$ in Eq. (4) is set to 0.5 for simplicity. The merit function $G_k$ provides the criteria to measure the quality of the ORC iterations. To compare with the re-optimization process, the corresponding quadratic dose objective function in the re-optimization is used as $G_k$. When the equal lower/upper dose bound $(d_L=d_U)$ is used...
such as in Eq. (5), the problem given by Eq. (1) becomes infeasible under most situations. As mentioned before, the algorithm converges to the least-squares solution in the infeasible mode [refer to Eq. (A2)]. Based on this equivalency, a set of equivalent weighting factors $c_i$ corresponding to the weighting factors $I_i$ used in the quadratic dose objective function can be derived (refer to the Appendix) and is proposed for the ORC algorithm in this work. Also, the above suggested set of $c_i$ values can provide a very good starting point for further tuning manipulations on $c_i$ when desired. In addition to the above-noted explicit ORC algorithm parameters, the voxels that are included in a problem can significantly affect the convergence speed and the quality of the outcome.$^{15}$ In this work, all the ROI voxels are considered in the ORC implementation in order to obtain good quality while sacrificing some computing time. If the convergence speed is the major concern, significantly faster iterations can be obtained by selecting only those voxels which have relatively large dose errors.

D. Case setup

A nasopharyngeal treatment (Fig. 2) using helical tomotherapy$^{16}$ was simulated with 51 equal-angularly spaced beam projections. Each of the projection angles has 64 binary multileaf collimator beam leaves, whose opening status and durations are optimized/modified as the treatment beam rotates helically around the patient. Two CT slices, which are treated during one full cycle of treatment beam rotation, are contoured and planned. The dose is computed by a convolution/superposition algorithm using a pixel size of $0.18 \times 0.18$ cm$^2$ in the CT plane and 0.30 cm along the CT slice direction. In the original treatment plan, the relative prescribed dose per fraction is such that the central GTV is 1.00 (corresponds to 70 Gy), the regional field is 0.86 (corresponds to 60 Gy) and elsewhere is zero. A typical weighted quadratic dose objective function is used both in the plan optimization and the subsequent re-optimization procedure. The ROI based weighting factors $I_i$ is such that GTV: Regional field : Parotids : Spinal cord : Unspecified normal tissues = 8:5:1:1:0.2 [refer to Eq. (A1)]. Furthermore, in the constrained scenario (Sec. III C), a minimum dose of 50 Gy to the regional field and a maximum dose of 75 Gy to all ROIs is used. The optimization is preformed on a commercial optimization platform GAMS (General Algebraic Modeling System)$^{17}$ with its general gradient based CONOPT2 solver.$^{18}$ The ORC algorithm is implemented in MATLAB.$^{19}$

III. RESULTS

A. Treatment plan modification due to organ deformation

In this simplified two-fraction adaptive radiotherapy scenario, it is assumed that there exists an organ/ROI deformation in the first fraction and the patient geometry stays the same as the planning geometry in the second fraction. The original plan is to be modified for the second fraction in order to remedy this dose error. The artificial organ/ROI deformation was made by manually re-contouring the ROIs in the nasopharyngeal case as shown on the top panel of Fig. 3. The dose delivered to the deformed ROIs is mapped back to the original ROI voxels given in the original contours in black. And then the differential dose error between the delivered dose and the planned dose is computed. The distribution of cold/hot spots as well as their relative magnitude is shown on the bottom panel.

![Fig. 3. The top panel shows the artificial ROI deformation introduced in the first fraction by manually recontouring the ROIs in white. The original contoured ROIs for the treatment planning is in black. The original optimized dose is also shown on the same image. The dose is normalized to the prescribed dose to the GTV per fraction. The bottom panel shows the registered dose error as a result of the top ROI deformation. The deformed ROI voxels given in the white contours are registered/mapped back to the original ROI voxels given in the original contours in black. And then the differential dose error between the delivered dose and the planned dose is computed. The distribution of cold/hot spots as well as their relative magnitude is shown on the bottom panel.](image-url)
selected voxels and pencil beams were used in both methods. The DVH comparison between the dose delivered by the re-optimized plan and the ORC modified plan at the end of the treatment (two fractions) is shown on the top panel of Fig. 4: the two methods generate very similar DVH curves at the end of the treatment: the re-optimized DVH is slightly more uniform in the regional field and slightly lower in the parotids. This good agreement of the DVH curves indicates that when the suggested algorithm parameters in Table I are used, the ORC algorithm approximates the unconstrained re-optimization very well. The bottom panel of Fig. 4 compares the DVH delivered by the original plan without any modification and that by the ORC modified plan at the end of the treatment. The ORC modified plan delivers a significantly more uniform dose to the tumor while keeping a low dose to sensitive structures and a slightly higher dose to the unspecified normal tissues. This demonstrates that the ORC algorithm is able to effectively remedy the cold spots in tumors without severely sacrificing the normal structures. The major goal of the adaptive radiotherapy treatment plan modification is therefore fulfilled.

Further comparison between the ORC modified plan and the re-optimized plan can be made based on the modified dose distributions for the second fraction as shown in Fig. 5. Compared to the dose error image in Fig. 3, it can be seen that the re-optimized plan delivers more spatially well-defined high dose patches to the right posterior edge of the regional field and to the severe cold spots located in the regional field posterior to the central GTV, while the ORC modified plan fails to correct them effectively. This occurs
mainly because the re-optimization process tends to generate accurate dose patterns by introducing beam weights of high frequencies (fine structures in optimized beam weights), which are found to be difficult to obtain from the ORC algorithm due to its approximation nature.

B. Initial beam weights dependence

In treatment plan modification, it is of significant advantage to use the previous planned beam weights \( w_0 \) (or previously modified beam weights) as the starting point for the ORC algorithm than to use uniform beam weights. To demonstrate this, the ORC was started from two different starting points (with the same set of algorithm parameters from Table I): the original optimized beam weights \( w_0 \) and zero beam weights on the same organ deformation scenario as in Sec. III A.

The two DVH plots in Fig. 6 compare the ORC algorithm modified dose delivery started from two different initial beam weights with the same unconstrained re-optimized treatment plan. The ORC modified plan started from \( w_0 \) delivers an overall better DVH than the plan started from zero beam weights: it delivers a significantly more uniform dose in the regional field and a lower dose to both the parotids and spinal cord, and a slightly higher dose to the unspecified normal tissues compared to the ORC modified plan started from zero beam weights.

C. Treatment plan modification due to setup errors

In this similar adaptive radiotherapy scenario, it is assumed that there exists a setup error in the first fraction (Fig. 7, top) and the patient geometry stays the same as the planning geometry in the second fraction. To remedy the dose errors introduced in the first fraction (Fig. 7, bottom), the original plan is modified for the second fraction by either re-optimization or the ORC algorithm.

In this scenario, the flexibility of the ORC algorithm is demonstrated through varying the modified plan by tuning its weighting factors \( c_i \) (all the other ORC parameters are kept fixed for simplicity, although they may affect the ORC output as well). The same set of the selected voxels and pencil beams were used for both the ORC algorithm and the re-optimization. Tuning the weighting factors \( c_i \) of the ORC algorithm to reshape its modified DVH curves is a trial and error procedure, where the suggested equivalent \( c_i \) in Table I can be used as a good starting point.

The left panel in Fig. 8 compares the DVH given by the ORC modified plan with the suggested \( c_i \) values in Table I (dashed line) and that of the re-optimization with upper and lower dose constraints\(^2 \) (solid line): while the ORC modified plan delivers a lower dose to the parotids, it delivers a significantly less uniform dose to the regional field, where some severe cold spots need to be compensated. By increasing the weighting \( c_i \) assigned to the regional field voxels, more uniform DVH curve in it would be achieved. The right panel in Fig. 8 shows the comparison between the ORC modified plan with a set of tuned weighting factors \( c_i \) (dashed line) and that by the constrained re-optimization (solid line): the ORC algorithm with the tuned weighting factors generates a much more uniform dose coverage to the regional field at the expense of delivering slightly more dose to normal structures.

D. Computing efficiency of the ORC algorithm

The issue of the computing efficiency of the ORC algorithm is investigated by comparing its computing time with that of the corresponding re-optimization processes. All compared procedures start from the original optimized beam weights \( w_0 \). The computer used in this work is a Pentium 4 2.4 GHz PC with 1.0 Gbytes of memory running Windows 2000. The computing time is tabulated in Table II, where the unconstrained case refers to the nasopharyngeal deformation scenario studied in Sec. III A and the constrained case refers to the setup error scenario discussed in Sec. III C. For a further comparison, the unconstrained re-optimization process was interrupted when its objective value approaches the
final $G_k$ value of the ORC algorithm. By doing this, the approximate time needed for the re-optimization to generate a plan whose quality is close to the ORC modified plan can be recorded. This time is referred to as truncated unconstrained time in Table II. The ORC algorithm is at least 3 times faster than the unconstrained re-optimization, and it is approximately 30 times faster than the constrained re-optimization. Because the ORC algorithm converges so much faster than the constrained re-optimization, it allows us to intuitively adjust its weighting factors $c_i$ (or other ORC algorithm parameters) by trial and error to generate acceptable modified plans, while still keeping the overall modification time short. For example, in our experience, it took only a few trials on different weighting factors $c_i$ before a satisfactory modified plan is obtained. Furthermore, the consecutive $c_i$ factors adjustment can be completed very quickly due to the fact of that the pre-computed term $\|D\|^2$ need not to be re-computed when $c_i$ is varied.

IV. DISCUSSION

In radiotherapy inverse treatment planning, sometimes it is desirable to penalize the underdose and overdose in tumor differently, because underdose is considered a more serious problem than overdose from a radiobiological point of view. Different weightings $c_i$ can be assigned to voxels depending on whether they are underdosed or overdosed in Cimmino algorithm. In this work, almost all the voxels might be either underdosed or overdosed due to the same dose assigned to $(d_U)$ and $(d_L)$ as previously discussed. Assigning
different weighting factors based on whether voxels are underdosed or overdosed is equivalent to changing the weighting factors \( c_i \) of some of the voxels between iterations (such change happens whenever these voxels are updated from being underdosed to overdosed or vice versa during the ORC iterations). It was observed by us that the minimum dose delivered to the tumor can be increased, by assigning higher weighting factors \( c_i \) to the underdosed tumor voxels than the overdosed voxels. The convergence properties of varying \( c_i \) from iteration to iteration in the Cimmino algorithm need to be further studied.

A desirable property of the ORC algorithm in its future implementation is that the ORC algorithm has the potential advantage of parallel implementation.\(^{12,13}\) This is expected to be helpful for realistic clinical cases when a very large number of voxels and pencil beams are involved.

The users of the ORC algorithm need to consider some possible limitations of the algorithm in its clinical implementation. First, the suggested set of ORC algorithm parameters in Table I is meant to use the ORC algorithm to approximate an unconstrained re-optimization process. Although it has been successfully demonstrated the effectiveness of the ORC algorithm with this set of parameters, it does not guarantee that these are the “best” ORC algorithm parameters for any adaptive radiotherapy cases. In fact, many other good choices of the ORC algorithm parameters are possible. For example, in some of the cases we studied, good plan modification results were obtained by using different values for \( (d_L) \) and \( (d_U) \) to make Eq. (1) feasible. Second, the introduction of the ORC algorithm is based on a linear approximation of the original Cimmino iterations [Eqs. (2) and (4)]. However, there is no mathematical proof to guarantee that such over-relaxation technique always works, although we have never experienced a single exception in this study. In the case when the ORC algorithm fails, either the original Cimmino algorithm or the re-optimization approach can be invoked. Third, how close the ORC generated plan is to the unconstrained re-optimized plan is difficult to answer, because it is found to be case dependent. Furthermore, an additional convergence error (difference between the ORC modified plan and the re-optimization plan) would be introduced when using the ORC algorithm to approximate a constrained re-optimization by adjusting its weighting factors \( c_i \). Due to the existence of such errors, an ORC modified plan might not be acceptable initially: for example, it is our experience that in some cases, when dose error to be corrected is relatively small (compared to the possible convergence error of the ORC algorithm), the ORC algorithm modified plans might not be closely comparable to the re-optimized plans. Under such situations, either different ORC algorithm parameters can be tried or re-optimization can be performed.
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APPENDIX

A generalized quadratic dose objective function in radiotherapy treatment plan optimization can be written as

\[
f(w) = \sum_i \frac{I_i}{N_i} (d_i(w) - d_i^p)^2,
\]

where \( d_i^p \) is the prescribed dose in voxel \( i \), \( I_i \) is the weighting

\[ FIG. 7. \] The top panel shows the original plan as well as the introduction of setup errors in the first fraction. The arrow shows the direction where the patient is shifted in the CT plane due to the setup errors. The shift vector is 3 voxels (0.54 cm) in both lateral and AP/PA directions. The resultant dose error image is shown on the bottom panel. The distribution of cold spots and hot spots and their relative magnitude can be seen. The dose is normalized to the prescribed dose to the GTV per fraction.
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factor assigned to voxel \(i\), \(N_i\) denotes the number of ROI voxels to which the voxel \(i\) belongs, and \(w\) is the beam weights to be optimized. The Cimmino algorithm acts like a weighted least-squares optimization problem when Eq. (1) is infeasible.\(^{12,13}\) More explicitly, the Cimmino algorithm would converge to the minimization of the following function in the infeasible case:

\[
g(w) = \sum_i c_i \|s_i(w)D_i\|^2, \tag{A2}\]

where \(s_i(w)\) is the projection of the beam weights vector \(w\) onto the constraints and \(\|a\|^2\) denotes the \(l-2\) norm of vector \(a\). If given the equal lower and upper dose bound as the re-optimization dose prescription:

\[
(d_L)_i = (d_U)_i = d_i^p. \tag{A3}\]

\(\)
Substitute the expression for $s_i(w)$ from the original Cimmino algorithm \(^6\) and note Eq. (A3):

$$g(w) = \sum c_i \left( \frac{\langle D^i, w \rangle - d^p_i}{\|D^i\|^2} \right)^2 = \sum c_i \left( \frac{(d_i - q^p_i)^2}{\|D^i\|^2} \right).$$

(A4)

Comparing $g(w)$ in Eq. (A4) and $f(w)$ in Eq. (A1), it can be concluded that if the two minimization problems given by Eqs. (A4) and (A1) were equivalent, and if there is a voxel to voxel correspondence between them, then at most there is a scaling factor $\kappa$ between the weighting factors $\{c_i\}$ in Eq. (B4) and $\{I_i\}$ in Eq. (A1), i.e.,

$$I_i = \frac{c_i}{\|D^i\|^2} \kappa\frac{\|D^i\|^2}{N_i}$$

(A5)

To determine the scaling factor $\kappa$, apply the normalization requirement of the $c_i$ required by the Cimmino algorithm to Eq. (A5):

$$\kappa = \sum \frac{I_i}{N_i} \|D^i\|^2$$

(A6)

Combining Eqs. (A6) and (A5), an equivalent relation between $\{I_i\}$ and $\{c_i\}$ can be established as

$$c_i = \frac{I_i}{N_i} \frac{\|D^i\|^2}{\sum\frac{I_i}{N_i} \|D^i\|^2}.$$  

(A7)

The set of $c_i$ given by Eq. (A7) is used as the suggested values in Table I.