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It i s  shown that the problem solved in the above letter' can be 
solved in greater generality and in a more straightforward manner 
by using classical vector-space methods. 

I. INTRODUCTION 

In the above letter,' the authors discuss the representation of 
a decaying time function x(t), 0 5 t < 03, by a weighted sum of 
exponentials of the form E,"=: cke-Oxr, where the {ak}*"=: are 
given nonnegative decay rates. The authors assume that 

(1 ) 

for some given fundamental decay rate, A > 0. They then exploit 
the substitution z = e-At in order to determine the coefficients, 
{ck}p=-d. In this note we point out that the assumption (1) can be 
removed if one takes a more classical, vector-space approach. In 
addition, the approach outlined below will yield an expression for 
the error between the representation of the signal and the signal 
itself (cf. Remark 2 below). 

The problem of signal representation by exponential transients 
has been studied extensively [I]-[6]. However, the approach pre- 
sented below is not found there. Note that we assume the decay 
rates are given. The much more difficult question of how to find 
simultaneously the best decay rates and the best coefficients was 
considered in [6]. 

In  Section II we summarize a few results about inner product 
spaces. Then in  Section Ill we apply these results to a certain func- 
tion space containing the exponential transients. 

II. PRELIMINARIES 

Weappeal tothe followingwell-known result (for asimple proof, 
see Luenberger [7, Theorem 1, p. 501). 

Theorem 1: Let X be an inner product space over the real or com- 
plex numbers. Denote the inner product by (., . )  and the cor- 
responding norm by 11. ( 1 .  Let M be an arbitrary subspace of X. Let 
x E X  be given. Then a vector i E M has the property 

(2) 

a k  = kA, k = 0, . . .  , N - 1 ,  

I(x - ill I IIx - mil for all m E M, 
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if and only if 

(x - i ,  m) = 0 for all m E M. (3) 

Further, there is at most one element R E M satisfying (2) and (3). 
Asan immediateconsequenceofTheorem 1 we havethe formula 

(4) 

This follows by noting that since i itself belongs to M, (3) implies 
that (x - 2 )  and R are orthogonal. Expanding ((x((' = Il(x - 2 )  + i l l 2  
yields (4). It is also worth noting that if x itself belongs to M, then 
R = x i s  the unique vector in M that satisfies both (2) and (3). 

Wenow supposethat Misasubspacespanned byafinitesubset, 
say {vo, . . . , vN-,}. Then equation (3) holds if and only if 

( x - i , v k ) = o ,  k = O  I t  ' . .  N - I .  (5) 

IIX - RI12 = llx112 - lli112. 

Note that {vo, . . . , vN-,} need not be linearly independent. Next, 
since R i s  an element of M, there exist scalars, col . . . , cN- ', such 
that 

N - l  

R =  c c,v,. (6) 
r = O  

Hence, (5) reduces to 
N - 1  

c C,(V,, vk) = (X, Vk), 
, = o  

k = 0 , I  . ' ' N = 1. (7) 

In the special case that {vo, . . . , vN-,} is an orthonormal set, (7) 
reduces to ck = (x, vk). Otherwise, set Ak, = (v,, v,) and bk = 
(x, vk), and write (7) in  matrix-vector notation as Ac = b, where c 
= [c,, . ' . , CN-,]' and b = [bo, . . . , bN-,] ' .  The solution of Ac = 
b is unique if and only if {vo, . . . , vN-,} are linearly independent 
[7, Proposition 1, pp. 56-57]. Now, let c* denote the complex-con- 
jugate transpose of c. Substituting (6) into (4) yields 

/Ix - ill2 = l l ~ 1 1 ~  - C*AC 

= I / x ~ / ~  - c*b, since Ac = b. (8) 

1 1  I. APPLICATION TO EXPONENTIAL TRANSIENTS 

For fixed X 2 0, we shall take as our real vector space, X, the set 
of all Bore1 measurable functions f : [ O ,  OD) + R such that 

1- e-"l f(t)12 dt  < W. 

The inner product will be 

( f, g )  = Som e-"f(t)g(t) dt. 

If X is to contain the constant functions, we need X > 0. Otherwise, 
X = 0 will suffice. 

Let {ao, . . . , aN- ,}  be given decay rates. If any rate is zero, we 
require that X > 0. Let Mdenote the subs ace consisting of all lin- 
ear combinations of the signals {e-axr}[::. Having observed a 
waveform x(t), 0 5 t < OD, our problem i s  to find scalars co, . . . , 
cN-, so as to minimize 

N - l  '12 (j, e-" Ix(t) - k = O  c cke-n"(2 dt) . (9) 

Remark 2: The authors' approach' assumes a priori that x(t) = 
E N -  Ik=,Pke-"krfor someconstants { P k } ;  underthisassumption, 
x E M and it is clear that the minimum value of (9) i s  zero. 

Now, (9) will be minimized if and only if c = [c,, . . . , cN-,]'sat- 
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isfies Ac = b, where, using the notation vk(t) = e-"i', 

A,, = (v,, v,) = jm e-"e- m,re-nxr  d t  
0 

and 

bk = (x, v,) = jm e-"'x(t)e-"k' d t  

= j- e-r(A+"klx(t) dt. (11) 

Observe that bk i s  simply the Laplace transform of x, evaluated at 
X + (Yk .  Note also that having solved Ac = b for c, the error between 
x(t) and i ( t )  = E,"=; cke-"kr i s  obtained via (8) 

l(x - ill2 = im e-xrlx(t)12 dt  - c'b. (12) 

In terms of implementation, the integrals (11) and (12) can be 
approximated by using a numerical integration procedure on [0, 
m) such as Laguerre-Gauss quadrature [8, Section 8.61. To do this 
one needs only a finite number of samples of the waveform. 

To conclude this section, we set h = A and 01, = kA to obtain the 
results of the above letter' as a special case. First observe that if 
X = A and ak = kA, (IO) reduces to Ak, = (l /A)( l  + i + k ) - ' .  Next, 
applying the change of variable z = e-tA in  (11) yields 

= zkx(-A-' In z) dz. 
A o  

Now, both Ak, and bk involve the factor l /A. Let C = A . A. Then 
Ck, = (1 + i + k)-'  and we see that G i s  exactly the matrix found 
in equation (A6) of the above letter.' We can easily write 

(A-'b), = (C- ' )k l  . s,' z'x(-A-' In z) dz. (13) 

We claim this is exactly equation (8) of the above letter.' To see this, 
substitute(7)' into(8)'toobtain, using notation defined in theabove 

N - 1  

I = 0  

letter,' 

j,: j: x(y)w(y, z)zk dy dz = r = o  I = O  w,' 1: x(y)y' (5: z ' + ~  dz) dy 
N - 1  N - l  

N - l  N - 1  

= c w,iGki j: X(Y)y' dy ,=n i = n  

N - 1  

= , = 0  c (c-')k, 5: X(Y)y' dy, (14) 

where the last step follows because the matrix [w,~] C2 and 
because C i s  symmetric. Clearly, (13) and (14) are the same since 
in (14), x(y) i s  shorthand for x(-A-' In y). We also point out that 
if x E M ,  i.e., x(t) = E,",; pke-kAr, then x(-A-' In z)  is a polynomial 
in zand thus (13) can be evaluated exactly using N-point Legendre- 
Gauss quadrature as pointed out in the above letter.' 

IV. CONCLUSIONS 

We have solved the problem considered in the above letter' more 
simply and in greater generality by specializing classical vector- 
space analysis (e.g., Luenberger [7, Chapter 31) to a particular func- 
tion space containing the exponential transients. 
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