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In this article, a beamformer is proposed as a functional model for the spatial and temporal 
filtering characteristics of the external ear. The output of a beamformer is a weighted 
combination of the data received at an array of spatially distributed sensors. The beamformer 
weights and array geometry determine its spatial and temporal filtering characteristics. A 
procedure is described for choosing the weights to minimize the mean-squared error between 
the beamformer response and the measured response of the external ear. The effectiveness of 
the model is demonstrated by designing a beamformer of several hundred weights that 
duplicates and interpolates the measured external ear response of a cat over broad ranges of 
frequency and direction. A limited investigation of modeling performance as a function of 
array geometry is reported. 

PACS numbers: 43.64.Ha, 43.64.Bt, 43.66.Qp 

INTRODUCTION 

Extensive physical and behavioral studies have revealed 
that the external ear (including torso, head, pinna, and ca- 
nal) plays an important role in spatial hearing. The external 
ear provides directional amplification of the incident sound- 
pressure level (Shaw, 1974), that is, sound from different 
directions undergoes different overall gain. The external ear 
modifies the spectrum of the incoming sound according to 
incidence angle of that sound (Shaw, 1974). In the context 
of binaural hearing, the spectral difference created by the 
external ears introduces important cues for localizing 
sounds in addition to interaural time and intensity differ- 
ences (Oldfield, 1984). When the sound source is within the 
sagittal plane, or in the case of monaural hearing, the spec- 
tral cues provided by the external ear are utilized almost 
exclusively by the auditory system to identify the location of 
the sound source (Butler and Belendiuk, 1977). The exter- 
nal ears also externalize the sound image. Sounds presented 
binaurally with the original time and intensity differences 
but without the spectral cues introduced by the external ears 
are typically perceived as originating inside the listener's 
head (Wightman and Kistler, 1989a). 

These observations have greatly stimulated interest in 
the physical and functional aspects of the external ear trans- 
formation characteristics. Physical models seek to represent 
the physical mechanism by which the external ear trans- 
forms the incident sound pressure, while functional models 
focus on directly representing the transformation character- 
isties of the external ear. Physically modeling the external 
ear is a challenging task since: ( 1 ) the siz• of the external ear 
(human's and large mammal's) is of the same magnitude as 
the sound wavelengths of interest; hence, the external ear 
should be modeled as a distributed rather than a lumped 

system; (2) the geometry of the external ear is very complex 
and an analytic solution to the boundary value problem for 
this system is probably impossible; (3) the diversity of the 
external ear geometry among subjects is large and a physical 
model would have to be individualized to account for the 

significant psyehoacoustic consequences of subtle geometry 
change. 

In spite of these difficulties, various physical models 
have been proposed and evaluated by different authors. Two 
models, described by Blauert as the frequency- and time- 
domain models (Blauert, 1983), typify these efforts. The 
time-domain model was proposed by Batteau (Batteau, 
1967, 1968). He measured and studied the impulse response 
of an enlarged pinna replica and concluded that the physical 
structure of the external ear introduced two significant ech- 
oes in addition to the original sound. One echo varies with 
the azimuthal position of the sound source, having a latency 
in the 0- to 80-ps range, while the other varies with elevation 
in the 100- to 300-ps range. He conjectured that the external 
ear could be modeled as a three-hole coupler which is equiva- 
lent to a two-delay-and-add.system (see Fig. 1 ). The output 
y(t) is related to the input x(t) as 

)•(t) =x(t) + a• x( t -- •'• ) q- a2x( t -- % ), (1) 

where r• refers to azimuthal echo latency and •-2 refers to the 
elevation echo latency; a I and a• are the two constants rep- 
resenting the corresponding reflection coefficients. The fre- 
quency response of this model is 

H(•o) ---- 1 + a• exp( --j•or• ) + a 2 exp( --jcor2 ). (2) 

Later studies showed that the frequency response of such a 
two-delay-and-add system roughly resembles the response 
of the external ear for angles of incidence in the lateral verti- 
cal plane (Watkins, 1982; Wright eta!., 1974). 
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FIG. I. (a) Batteau's three-hole coupler for the external ear (after Baiteau, 
1967); (b) Two-delay-and-add system representing Batteau's three-hole 
coupler. The upper and lower paths introduce variable delay "echoes" of 
(0-80 ms) and ( 100-300 ms) with respect to the central undelayed path 
(after Watkins, 1982). 

The advantage of Batteau's model is its simplicity. It 
contains only four parameters: a•, a2, q'•, and %. The loca- 
tion of the source (determined by the azimuth angle and 
elevation angle) is explicitly coded in this model. Although 
Batteau's model is based on physical considerations, it can 
also be used to simulate the function of the external ear on a 

computer using Eq. ( 1 ). The limitation of Battean's model is 
that it does not give an accurate representation of the exter- 
nal ear response. This is because the dimension of the exter- 
nal ear's reflecting surface is small in comparison with the 
wavelength for most audible frequencies so dispersion oc- 
curs instead of reflection. Thus there are actually many addi- 
tional echoes besides the two Barteau described (Blauert, 
1983). 

The frequency-domain approach was taken by Shaw 
(1979). By measuring the frequency responses of a simpli- 
fied replica of human pinna, he identified eight resonance 
frequencies between 2.6 and 15.7 kHz in the model and 
found that these resonance frequencies varied with the inci- 
dent angle of the sound source. Shaw's experiments greatly 
expanded our understanding of the physics of the pinna. 
However, this work does not lead to an analytic expression 
for the external ear transformation characteristics. Hence, 
this type of model is purely physical and cannot be used to 
simulat• the response of the external car. 

The primary contribution of Batteau's and Shaw's mod- 
eling work was to provide explanations for the acoustical 
mechanics of the external ear. In many applications, e.g., 
performing sound localization experiments via earphone 
presentation, the exact transformations of the sound source 
introduced by the external ear and other parts of the body as 
a function of souree location are of great interest. This inter- 
est has motivated measurement of the so-called "head-relat- 

ed-transfer-functions" (HRTF). Due to its practical impor- 

rance, a large number of investigators have studied this 
problem (Blauert, 1969; Blauert, 1972; Feddersen et al., 
1957; Harrison and Downey, 1970; Jahn and Vogelsang, 
1959; Robinson and Whittle, 1960; Schirmer, 1963; Shaw, 
1966; Sivian and White, 1933; Trfger, 1930; Wiener, 1947; 
Wiener and Ross, 1946; Wilkens, 1971, 1972; Blauert et al., 
1971; Laws, 1972; Mellert, 1972; Mehrgardt and Mellert, 
1977). More recent work has been reported by Middle- 
brooks et al. (1989), Wightman and Kistler ( 1989a, b), Mu- 
sicant et al. (1990), Asano et al. (1990), and Loomis et al. 
(1990). 

The HRTF provides a subject specific observation of the 
spatial/temporal transformation characteristics of the exter- 
nal ear. These observations may be related to the behavioral 
differences among subjects. Also, the HRTF can be used to 
simulate the eardrum signal as a function of source location. 
However, the HRTF is based solely on acoustical measure- 
ments and thus results in vast quantities of data, especially if 
many source locations are of interest. It does not represent 
the external ear over the entire auditory space, but only at 
the measurement locations. It does not generalize the data in 
a parametric way so that intersubject or interspecies differ- 
ences can be characterized. 

A parametric model was reported by Genuit (1986). He 
asserted that by using KirehhofFs diffraction integrals it is 
possible to describe approximately the external ear transfer 
function influenced by the head, torso, shoulder, and pinna. 
In his model, 16 channels of filter-delay combinations repre- 
sent the acoustical contributions of the head, torso, shoul- 
der, and pinna to the overall responses of the external ear. 
All of these delays and filter coefficients are explicit math- 
ematical functions of the ear geometry and source location. 
This is the first model that completely describes all the 
acoustical functions of the external ear and establishes the 

mathematical relationship between the ear geometry and the 
transfer function. He demonstrated that the predicted exter- 
nal ear amplitude spectrum was between the minimum and 
maximum amplitudes obtained over six measurements of a 
subject's external ear response in a single direction. 

In this paper, we report efforts toward modeling the 
function of the external ear using beamforming concepts. A 
beamformer implements a joint spatial and temporal filter 
by forming a weighted combination of the data collected at 
an array of spatially distributed sensors. The weights and 
sensor geometry completely determine the spatial and tem- 
poral filtering characteristics of the beamformer. Historical- 
ly, the weights in the earliest beamformers were chosen to 
replicate the spatial response of continuous aperture anten- 
nae. In this same spirit, we view the external car as an acous- 
tic antenna and attempt to duplicate its response using a 
beamformer. The sensor geometry is chosen based on simple 
physical considerations of the external ear acoustics. Given 
the sensor geometry, a least-squares procedure is used to 
determine the weights so that the mean-squared error be- 
tween the spatial/temporal responses of the beamforming 
model and the measured response of the external ear is mini- 
mized. The model response is the inner product of the weight 
vector and an "array response vector." The array response 
vector explicitly represents the array geometry and the 
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source location. The effectiveness of this approach is demon- 
strated by modeling the measured temporal and spatial tee 
sponse of a cat's external ear over a limited spatial region. 
The results show that the model is very accurate over a broad 
range of frequency and spatial directions. 

We emphasize that this approach leads to a functional 
model for the external ear. In contrast with a physical model 
(such as Shaw's), this model does not explicitly model the 
physics of the external ear; it models the transformation 
characteristics of the external ear in terms of an input-out- 
put relationship. The physics are only modeled in a general 
sense by the sensor geometry and the FIR filters in each 
sensor channel. 

This functional approach has the following advantages: 
(a) It provides an explicit mathematical expression that ac- 
counts for the directional dependence of the acoustic wave at 
the eardrum; (b) it represents the external ear transforma- 
tion characteristics as a continuous function of spatial direc- 
tion even though discrete measurements are used to deter- 
mine the model parameters; (c) it has computational 
efficiencies compared to alternative approaches making fea- 
sible its inclusion in other models (e.g., cochlear transmis- 
sion models); (d) it has sufficient generality that it can be 
applied to a wide range of acoustic environments, acoustic 
signals and receiver classes (multiple species); (e) it is sub- 
ject specific, that is, given subject specific measurements the 
model can be customized to individual subjects via intersub- 
ject differences in the respective weight vectors; (f) it results 
in substantial data compression when used to represent 
HRTF's measured at many directions and frequencies. 

The paper is organized as follows. Section I mathemat- 
ically defines beamforming and derives the expression for 
the temporal and spatial beamformer response. Batteau's 
model is also interpreted as a beamformer in this section. In 
Sec. II, we formulate and solve the least-squares criterion for 
choosing the beamformer weights to approximate a desired 
temporal and spatial response. Sections III and IV discuss 
the experimental aspects of this work. In Sec. III, we briefly 
describe the data used to verify the effectiveness of the beam- 
forming model. Section IV describes the results of using the 
beamformer to model a cat's pinna. The paper concludes 
with a discussion in Sec. V. Notationally, we use boldface 
lower- and upper-case symbols to represent vectors and ma- 
trices, respectively. Superscripts T and H denote matrix 
transpose and complex conjugate transpose, respectively. 
The symbol * denotes complex conjugate. 

I. PRINCIPLES OF BEAMFORMING 

There exists a vast body of technical references in the 
antenna engineering and signal processing literatures that 
describe beamformer design, analysis, and implementation 
for a wide variety of applications. In this section, we intro- 
duce concepts and terminology that are relevant to our ex- 
ternal ear modeling work. A recent tutorial by Van Veen and 
BuckIcy (1988) contains additional detail and numerous 
references. 

A beamformer gener.,tes a single output signal as a 
weighted sum of the signals received at multiple sensors. 
Historically, the beamformer provided an alternative to con- 

y(k) 

FIG. 2. Beamformer structure incorporating FIR filters in each sensor 
channel: C stands for the velocity of wave propagation; 0 denotes the angle 
between the direction of propagation and a line perpendicular to the axis of 
the sensor array; d stands for the intersensor distance; and Tstands for the 
sampling interval. 

tinuous aperture dish antennae. The advantage of beam- 
forming is that the spatial response is synthesized using the 
weights instead of aperture shape. Hence, the spatial re- 
sponse is not constrained by the physical limitations asso- 
ciated with construction of a continuous aperture antenna. 
The weights in the earliest beamformers were designed so 
that the spatial response approximated that of known con- 
tinuous aperture antennae. This is analogous to the problem 
addressed here: We seek to design a beamformer whose re- 
sponse mimics that of the external ear, our equivalent of a 
continuous aperture antenna. 

A beamforming structure commonly used when broad- 
band signals are of interest is depicted in Fig. 2. The output 
of the beamformer is a weighted combination of delayed ver- 
sions of the input signal. The response can be expressed in 
the same form 

h(a•,O) = wHd(a•,0), (3) 

where the array response vector d(a•,0) is defined as 

d•(a•,0) = [ 1,exp(ja•T)...,exp(ja•NT),exp(ja•'• ), 
exp0•o(• + T)),..., 

exp(jca(•-• + NT)) ..... exp(j•o•%_ • ), 

exp{j•o(•'st_ , + I)) ..... exp(jco(•- M , +NT)}] 
(4) 

and 

W H • [ •'•* •,,• •,•* •,•* •,• W • cøO;O,'",ct'O;N,•'•l;O,"',•l;N,•M -- l;l "'" M-- I;N ]' 
(5) 

In Eq. (4), N and T represent the FIR filter order and sam- 
pling interval, respectively. In the following discussion we 
assume T = 1 for simplicity. The symbol •-/denotes the time 
delay due to propagation from the first to the ith sensor. 
Hence •'i encodes both the sensor array geometry and source 
location. In Eq. (5), the first subscript in the definition of w 
refers to the sensor channel index and the second subscript to 
the tap index. 

Comparing Eqs. (2) and (3), Batteau's three hole 
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coupler depicted in Fig. 1 can be viewed as a simple beam- 
former since the output is a sum of delayed versions of the 
input where the delays are a function of soume location. l 
However, this model has very limited capabilities because it 
only uses three sensors and does not include temporal sam- 
ples in each sensor channel. 

II. LEAST-SQUARES BEAMFORMER DESIGN 

The beamformer response h(co,O) is a function of the 
weight vector w and the manner in which the array structure 
samples the propagating signal. The sampling characteris- 
tics are a function of the array geometry and are reflected in 
the definition of the array response vector d(co,0). In this 
section, we determine w for a given array geometry so that 
the actual beamformer response approximates a desired re- 
sponse. Optimization of array geometry is not considered; it 
is a difficult problem due to the complicated manner in 
which the geometry enters into d(co,0). 

Let hd (w,0) represent the desired response. In the pres- 
ent application hd (w,0) is the external ear response. The 
error is 

e(co,0) = ha (co,O) - w"d(co,0). (6) 

Minimization of the mean-squared error over a range of co 
denoted by the set 11 and range of 0 denoted by the set O is 
expressed as 

m,,info•oLay(co,O)le(co,O)12dcodO. (7) 
Here, y(co,0) is a non-negative weighting function used to 
emphasize some frequencies and directions over others. In 
practice, the external ear response cannot be measured as a 
continuous function of co and 0, but is measured at a set of 

distinct directions Oi, i = 1,2 ..... Q and frequencies coj,j = 1, 
2,..,P. Thus we consider the problem 

min Z Z r(coJ,ø,)lo(coJ,ø,)l 2. (8) 
w 

Problem (8) is equivalent to solution of a system of lin- 
ear equations in a least-squares sense. Define an error vector 

e H = [e(co 1,01 ),e(co2,01 ),...,e(cot,,01 ),e(co 1,02 ), 

e(co2,0• ),...,e(co•,,02 ),...,e(co i ,0 o ), 

e(co2,0 o ),...,e (co,,,0 e ) ] (9) 
and let 

e u = h•' -- wnD u, (10) 
where 

h•= [hd (co, .0, ).h,(co,.O, ) ..... h•(co,.O, ).h•(to, .0• ). 

ha (co= ,02 ),...d•a (cop,02),...d•a (col ,0e ),ha (co2,0 e ) ..... 

ha (co,,,0 e ) ] 
(ll) 

and 

D H = [d(w1,01 ),d(co 2 ,01 ) ..... d(cop,Ol ),d(co 1,02 ), 

d(co2,02 ) ..... d (co•,,02 ),...,d (co 1,0Q ),d(co 2 ,00 ) ..... 

d(cop,0o) ]. (12) 

Write y (%, 0 i ) as a diagonal weighting matrix of dimension 
PQ by PQ 

I" = diag{yI/•( co 1,01 ),•/I/2(co2,01 ),...,yI/2( cop,OQ 
(13) 

Equation (8) is rewritten as 

miniiF(ha - Dw)lll (14) 

which is equivalent to the least-squares solution of a system 
ors = PQ linear equations in L = M(N + 1 ) unknowns 

FDw = Fha. (15) 

In general, S > L. 
Thus far we have assumed w is complex valued. The 

response of the physical systems that we are attempting to 
model are complex conjugate symmetric in frequency, i.e., 
ha (co,O) = h • ( - co,O). This implies we should constrain 
the modelled response to be complex conjugate symmetric in 
frequency, or equivalently, h * (co,O) - h ( - co,O) = 0. Now 
h*(co,0) = wrd*(co,0) and h( - co,O) = wnd( - co,O). 
Note that d*(co,O)=d(-co,O) so we must have 
ha(co,O) - h •( - co,O) = (w r- wn)d( -- co,O) = 0. This 
implies that w r = w H and hence w must be real valued. 

Let e = eR +jet, where eR and et are the real and 
imaginary components of e. Assuming w is real, we have 

eR = bar -- DRw, (16a) 

et = hat -- Dtw, (16b) 

where hdR, hat, D R, and D t denote the real and imaginary 
components of ha and D, respectively. Using the fact that 
III'ell -- IIr'eR 112 + liFetill, it is easy to show that (14) is 
equivalent to the real-valued problem 

minllg - Cwll22, (17) 

where gr = [ h•R F hg F ] and cr = [ D• F D[F ]. 
There are several standard techniques for solving Eq. 

(17) (see, for example, Lawson and Hanson, 1974). Let C 
have a singular value decomposition (SVD) 

C= • criu, v [. (18) 
r is the rank of C. Here, u• and vi are the left and right 
singular vectors and cr• are the singular values. We assume 
a I >/a 2 >...>a•>a•+ l ..... err = 0. The solution for w is 
expressed as 

w --- • a•- •v,u•rg. (19) 
i=1 

w in (19) depends on the inverse of the singular values. IfC 
is rank deficient, numerical evaluation of the SVD will not 
usually give exactly zero singular values. These very small tr i 
result in a w with very large norm. Thus, it is common to use 
only p "significant" singular values in solving for w: 

P 

w = y• •,-•v•u•g. (20) 
i=1 

Here, p is usually chosen based on the number of singular 
values which exceed a specified threshold 6. The mean- 
squared error using (20) is 
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2S 

{{g- Cw{{ = u,ug. (21) 
i•p+ I 

while the norm of w is 

p 

Clearly, the error increases and norm of w decreases as p 
decreases. 

III. EXPERIMENTAL DATA DESCRIPTION 

The effectiveness of the beamforming model has been 
verified using the external ear transfer function of a eat. The 
external ear transfer function of a cat is of interest over a 

broader frequency range and generally has a similar spectral 
shape to that of a human. We believe that if the model is 
effective at duplicating the response of a cat, it will also be 
effective with human responses. 

The data were acquired in the sound localization re- 
search lab in Department of Neurophysiology, University of 
Wisconsin-Madison and is fully described in Musicant et al. 
(1990). Ear canal recordings were made with a miniature 
probe microphone placed very close to the tympanic mem- 
brane in the cat's ear canal with a sound source located at 75 

cm from the recording site. The sound source was located at 
an elevation of 18 deg above the recording microphone. De- 
fining the front direction on the median plane as 0-deg azi- 
muth, the sound source azimuth varied from 0 to 90 deg 
clockwise in increments of 4.5 deg. The signal applied to the 
speaker was a digitally generated rectangular pulse, 10gs in 
duration. The signal received at the microphone was sam- 
pied by an A/D converter at a rate of 160 kHz and averaged 
over 300 trials to minimize the effect of noise. A total of 1024 

sampling points, representing 6.4-ms duration, were record- 
ed for each speaker location. 

All of the stimulus generating and data recording de- 
vices were band limited to less than 40 kHz, so the 160-kHz 
sampling rate of the original data was reduced to 80 kHz 
using a decimation algorithm and then the transfer functions 
h a (co, O) were calculated as the ratios of the spectra of the ear 
canal recordings to the free-field recording. The 21 transfer 
functions, representing ha(co, O) at 21 different directions 
from 0 to 90 deg, are used in determining the model weights. 
Each consists of 257 frequency samples. 

It has been discovered that the data contains small arti- 

facts resulting from undesired acoustic reflections intro- 
duced in the data collection process (Chan, 1990). Fortu- 
nately, these reflections arrive well after the external ear 
impulse response decays and thus are easily removed with a 
time domain window. Figure 3 (a) depicts a typical impulse 
response with the contaminating echoes marked in the plot. 
Figure 3(b) illustrates the amplitude spectrum of the con- 
taminated impulse response. The echoes produce wiggles in 
the amplitude spectrum, particularly at low frequencies. 
Figure 3 (c) and (d) depicts the impulse response and ampli- 
tude spectrum aRer removing the echoes with a 623-/•s 
width time window. 

The differential delay between the stimulus arrival times 
under free field and ear canal conditions is an uncontrolled 

(d) 

FIG. 3. Impulse response and amplitude spectra before and after removal of 
echo artifacts. (a) Contaminated impulse response; (b) contaminated am- 
plitude spectrum; ( c ) windowed impulse response; (d) windowed frequen- 
cy response. Impulse response x axes represent time from 0 to 4.8 ms; y a.nes 
represent amplitude from -- 3 to 3 V. Frequency responsex axes represent 
frequency from 0 to 40 kHz;y axes represent amplitude from -- 15 to 25 dB. 

factor in the data recording process. While this delay does 
not affect the amplitude spectrum, it does introduce ambigu- 
ity into the phase spectrum ofhd (co, O). Therefore, the phase 
of ha (co,O) is not well defined. The importance ofunambigu- 
ous representations for the external ear transfer function has 
been addressed by several authors (Mehrgardt and Mellert, 
1977; Wightman and Kistler, 1989a) in the context of psy- 
choacoustical research. 

In modeling external ear transfer functions with a beam- 
former, uniquely defined transfer functions are also needed 
to specify the desired response h a . We have used three differ- 
ent approaches to remove phase ambiguities: (1) a linear- 
phase method in which we replace the original phase by lin- 
ear phase with group delay proportional to the 
beamformer's temporal aperture center (see BuckIcy, 
1987); (2) a minimum-phase method (Oppenheim and 
Shafer, 1975) in which the original phase is replaced by its 
minimum phase component. This guarantees a unique rep- 
resentation of the original transfer function with minimum 
time delay; (3) the all-phase processing method suggested 
by Mehrgardt and Mellert ( 1977 ). It decomposes the origi- 
nal phase into a minimum phase component and an all-pass 
phase component. The all-pass phase is smoothed and the 
linear component representing pure time delay is removed. 
The nonlinear phase component that remains is added to the 
minimum-phase component. 

For a given array structure, we obtain the best approxi- 
mation to the desired amplitude response using method ( 1 ) 
to process the raw transfer functions. However, this method 
completely ignores the measured phase response; as a result 
the modeled external ear impulse response exhibits substan- 
tial differences in morphology when compared to the mea- 
sured impulse response. At the other extrclne, method (3) 
results in the least morphological distortion between the 
modeled and the measured impulse response, but the largest 
error between modeled and measured frequency response. 
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Minimum phase processing results in a compromise. 
Mehrgardt and Mallerr (1977) report that their human 

data shows minimum phase characteristics up to 10 kHz. 
This has proven true for data acquired by other authors 
(Wightman and Kistler, 1989a). Our cat's data exhibit min- 
imum phase characteristics up to 25 kHz. Considering the 
fact that the higher frequency portion of the transfer func- 
tions represents a relatively small portion of the overall ener- 
gy due to its lower amplitudes, we employ the minimum 
phase approach [method (2) ] in the results presented in the 
following section. Comparison between the processed and 
unprocessed impulse responses shows that this method in- 
troduces a slight shift in energy distribution. 

IV. RESULTS 

A. Preliminary discussion 

In this model, there are three sets of parameters. One is 
the weight vector which is determined by solving the least- 
squares problem. Another set of parameters are related to 
the physical structure of the beamformer. They are the array 
geometry, the number of sensors M, number of taps N + 1 in 
each sensor channel, intersensor distance d (assuming uni- 
form spacing), and the aperture of the beamformer. For a 
linear array with uniform sensor spacing, the aperture is 
product of M- I and d. The aperture for an "L" shaped 
array is defined later. This set of parameters determine the 
array vector equation (4). The model is thus represented by 
the inner product of the two vectors. The third set of param- 
eters that influence the model performance are the weighting 
function y(t0,0) and the threshold value 6. 

The model performance is evaluated both qualitatively 
and quantitatively. Plots of the measured and modeled am- 
plitude and phase spectra and impulse responses are pro- 
vided for qualitative evaluation. For quantitative perfor- 
mance evaluation, the average approximation error is 
utilized: 

1 • •ø=l Ihd(o2,0i) --wHd(o•,0i)l 2 Ilell =•,=l I Ihd(oj,0;)l 2 
1 

-- -- lie, II, , (23) 
i= 

where 

Ile, ll- Ihd(%,O,)- W"d(%,O,)12 (24) 

Equation (24) is the cumulative mean-squared error over all 
frequencies normalized by the total energy of the measured 
response at one direction and Eq. (23), the average approxi* 
mation error, is the average of I[e• II, over all directions. The 
average approximation error, converted to percentile form, 
is used to evaluate the model performance in the following 
discussion. 

For simplicity, we assume 7(0,0) is unity for all o and 0 
unless otherwise indicated, the threshold value 6 used to de* 
terminc p, the number of significant singular values, was set 
to a Xal, where a• is the maximum singular value and 
a = 10- •6. As is shown later, large weight magnitudes and 

poor interpolation performance can result when a is this 
small. However, a very small value for a was chosen to facili- 
tate comparison of different sensor/tap configurations. This 
choice for a always results in p = r [ see Eqs. ( 19 ) and (20) ] 
and yields the smallest possible mean-squared error for a 
given configuration. In all simulations, the sampling interval 
is kept as a constant of 12.5/•s, which corresponds to a sam- 
pling rate of 80 kHz. 

B. Array structure variations 

I. Fixed number of weights•vary number of sensors 
and number of taps 

The fact that the external ear is a joint spatial and tem- 
poral filter is demonstrated by Figs. 4 and 5. These figures 
represent results for seven models based on about 400 
weights arranged in different sensor/tap configurations. The 
sensors are arranged in a linear equally spaced geometry. We 
note that in all configurations, the intersensor distance is a 
constant of 0.0043 m. Therefore, the spatial aperture is pro- 
portional to the number of sensors. Due to the constant sam- 
pling rate the time window width is approximately propor- 
tional to the number of taps in each sensor channel. The 
1-sensor-400-tap configuration is an ordinary FIR filter. It 
does not have the ability to differentiate the transfer func- 
tions corresponding to different directions. As a result of this 
deficiency, this model only gives an averaged transfer func- 
tion for every direction it is supposed to describe. The left- 
most column in Fig. 5 depicts this case. The average approxi- 
mation error is about 19%. The 2-sensor-200-tap 
configuration gives a much better average approximation 
error of 8.66% because spatial discrimination is now possi- 
ble. At the other extreme, the 64-sensor-7-tap structure per- 
forms poorly because it does not have sufficient temporal 
aperture. It cannot track the frequency variation. The 4-sen- 
sor, 8-sensor, and 16-sensor structures perform well and 

1/400 2•200 4/100 8•50 16/25 32/!3 64/7 

Number of Sensors / Taps 

FIG. 4. Approximation error as a function of the number of sensors and 
taps. The total number of weights in the model is fixed at approximately 
400, A linear array structure is used, 

1938 J. Acoust. Sec. Am. Vo !. 92, No. 4, Pt. 1, October • 992 then et al.: Beamforming model of external ear 1938 



1 sensor, 400 •s 2 s•nsor•, :200 taps 4 ,•nsors, 100 raps 

FIG. 5. Measured (solid line) and modeled (dashed line) amplitude responses in four directions for different combinations of numbers of sensors and 
numbers of FIR filter taps in each channel. The vertical scale for amplitude responses is -- 30 to 30 dB. The horizontal axis spans from 0 to 40 kHz. 

with the 8-sensor-50-tap resulting the best approximation. It 
has a sufficient temporal aperture width (50 taps at a sam- 
pling interval of 12.5/zs results in a time window of 625/zs) 
and a sufficient spatial aperture (intersensor distance of 
0.0043 m timed by seven results in a spatial aperture of 30 
mm which is roughly equal to the pinna dimension). 

2. Vary array geometry 

The relationship between beamformer response and ar- 
ray geometry is complex due to the manner in which the 
geometry enters into the response equation. Here, we discuss 

1.2 

1.0 

0.8 

0.6 

0.4 

0.2. 

0.0 
0/10 1/9 2/8 3•7 4/6 5/5 6/4 7/3 8/2 9/1 10/0 

X-axis Sensor Number / Y-axis Sensor Number 

FIG. 6, Approximation error as a function of the number of sensors along 
each axis of an L-ahaped array geometry. The number of sensors is 11 and 
one sensor is always located at the intersection of the array's x and y axes. 
Forty-six FIR filter taps are used in each sensor channel. The insert depicts 
the L-shaped array structure and its aperture. The intersensor distance is 8 
mm for all cases. 

one particular variation in geometry suggested by the phys- 
ical configuration of the cat's pinna and observations of lin- 
ear array performance. The linear array geometry has diffi- 
culty in accurately duplicating the response for large values 
of azimuth 0 (see, for example, 81 ø vs 0 ø in Fig. 5 ). In a linear 
array, the response depends on 0 through the intersensor 
time delay which is a function of sin 0. For small 0 the beam- 
former is sensitive to differences in direction because 
sin 0=t9. However, the beamformer is insensitive to differ- 
ences in direction for 0 near •r/2 since then sin t9= 1. The 

pinna itself is two dimensional when viewed in the azimuthal 
plane and suggests an L-shaped array geometry. The L- 
shaped array has one sensor always located at the intersec- 
tion of the x andy axes and has other sensors lined up on both 

15 

10 

10 20 30 40 50 60 70 80 

Number of Taps 

FIG. 7. Approximation error versus the number of FIR filter taps following 
each sensor for a 5-1-5 L-shaped array configuration. The intersensor dis- 
tance is 8 mm for all cases. 
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FIG. 8. The average approximation error versus intersensor distance for six 
different sensor configurations. All the configurations have 46 taps in each 
sensor channel. 

x and y axes. The y axis corresponds to the axis of the linear 
sensor array used previously and the x axis is perpendicular 
to the y axis. In other words, the x axis is aligned with the 
angle of 0 = 0 ø. 

Figure 6 depicts the average approximation error as a 
function of the number of sensors along each axis for an L- 
shaped geometry. Here, the total number of sensors is cho- 
sen as eleven. Forty-six taps are used in each sensor channel. 
The size of the aperture, in the case of L-shaped array, is 
defined as the distance between the two ends of the arms of 

the L-shaped array (see insert in Fig. 6). For the case of an 

equal arm 5-1-5 configuration, the aperture is 1.414 times of 
the length of one arm. Using an equal number of sensors on 
each axis (five on the x axis and five on the y axis with one at 
the intersection) the average approximation error is 0.155 % 
relative to errors of 0.6% and of 1.06% for linear array ge- 
ometries with all sensors on either x axis and y axis, respec- 
tively. This result is consistent with Shaw's finding that the 
resonators on the pinna have almost perpendicular maxi- 
mum response directions (Shaw, 1979). 

$, Fixed number of sensors--vary number of taps 

Figure 7 shows the average approximation error versus 
the number of taps in each sensor channel with the number 
of sensors held constant at 11 arranged in an L-shaped geom- 
etry. Increasing the number of taps reduces the average ap- 
proximation error. However, no additional reductions are 
obtained by using more than 50 taps. This is because the 
measured impulse responses have been previously time lim- 
ited to 625/zs, the temporal aperture spanned by 50 taps. In 
general, an excessive number of taps is undesirable because it 
leads to increased computational complexity. Furthermore, 
excess degrees of freedom will be used to model artifacts and 
noise if they are present. Figure 7 indicates that excellent 
performance is obtained by using between 40 and 50 taps. 

4. Vary array aperture and intersensor distance 

The choice of intersensor distance (ISD) is a simple 
matter if the sensor array has a linear equally spaced geome- 
try and the signal is narrow band. According to spatial sam- 
pling theory, the optimal ISD is Ao/2; where A o is the wave- 
length of the waveform. This ISD is optimal in the sense of 
obtaining the largest possible aperture while preventing spa- 
tial aliasing. Unfortunately, there are no rules for choosing 
the ISD with sensor array having L-shaped geometries, time 

•, 45' 

18' 

72' • 8[' 

FIG. 9. Comparison of measured (solid line ) and modeled (dashed line) amplitude and phase responses in ten directions. The vertical scale for amplitude 
responses (first and third rows) is -- 30 to 30 dB while the scale for the phase responses (second and fourth rows) ranges from -- 10 to 5 radians. The 
horizontal axis spans from 0 to 40 kHz. The elevation is 18 deg and the azimuth is denoted in each panel. The model has 11 sensors and 46 FIR filter taps in 
each sensor channel with a L-shaped sensor geometry. The intersensor distance is 8 ram. 

1940 J. Acoust. Sec. Am., Vol. 92, No. 4, Pt. 1, October 1992 Chon et al.: Beamforming model of external ear 1940 



@7• 
FIG. 10. Measured (solid line) and modeled (dashed line) external ear frequency responses illustrating interpolation capability. The model is determined 
using the measured data at 0,9,18...90 deg. The responses at 4.5,13.5,22.5...,85.5 deg are interpolated by the model. The vertical scales span from -- 30 to 30 
dB and the horizontal from 0 to 40 kHz. This model has a structure of I i sensors and 46 taps in each sensor channel with a L-shaped geometry. The 
intersensor distance is 8 min. 

taps in the sensor channels, and that process broadband sig- 
nals. 

Figure 8 depicts the average approximation error as a 
function of both the number of sensors and the ISD. In this 

figure, the six curves represent the average approximation 
error as a function of ISD for arrays based on different 
numbers of sensors (ranging from 7 to 17). For each sensor 
configuration there is an optimal ISD for which the average 
approximation error is minimum. Note that there is a range 
of ISD, from 5 to 9 mm, for which all arrays have small 
average approximation error. For 11 or more sensors an ISD 
of 8 mm gives the smallest average approximation error. 

For a fixed ISD, the average approximation error de- 
creases as the number sensor increases. This is because of 

degrees of freedom and the array aperture increase with in- 
creasing number of sensors. Note however, that the compu- 
tational complexity and capability of modeling noise and 
artifacts increase as the number of degrees of freedom in- 
crease. The 5-1-5 configuration with ISD of 8 mm results in a 
reasonable compromise between average approximation er- 
ror and complexity. Figure 9 depicts the measured and mod- 
eled amplitude and phase spectra at 9 ø degree increments in 
azimuth from 0 to 81 deg. There is an excellent agreement 
between measured and modeled response. 

C. Interpolation error 

One of the desirable characteristics of this model is its 

ability to represent the external ear response at directions 
other than those at which the response was measured. In 
effect, the model interpolates the response between measure- 
ment directions. Figure 10 depicts the measured and model- 
interpolated responses in several directions. The model re- 
sponse is determined using 11 sensors in a 5-1-5 L-shaped 
geometry with 46 taps per sensor. The threshold value a is 
set to be 10-7. Here, the weights are determined based on 

measurements at 0,9,18 ..... 90 deg. The responses at 4.5, 
! 3.5,22.5 ..... 85.5 degrees are calculated using these weights 
from Eq. (3). The average approximation error is about 
0.3%, compared to an average approximation error of 
0.16% for noninterpolated case. Comparison with Fig. 9 in- 
dicates that the errors for the interpolated responses are of 
the same order as the error obtained by including the inter- 
polated directions in the weight vector determination pro- 
cess. 

The interpolation performance of the model is sensitive 
to the threshold parameter di used to determine the number 
of significant singular values p in Eq. (20). As p increases, 
the mean-squared error decreases, but the norm of the 
weight vector dramatically increases because the inverse of 
very small singular values are used to calculate w [see Eq. 

$ - l 10000 I • Approximation Error / 
ß ' 1000 
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I 'øø õ 
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FIG. 11. Average approximation error and maximum weight magnitude 
versus singular value threshold at. 
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FIG. 12. Comparison between the measured (solid line) and modelled (dashed line) impulse responses at five different azimuthal locations: 0, 22.5, 45, 67.5, 
and 90 deg. The lower curve is the difference between measured and modeled responses. Each major division on the time axis represents 0.5 ms. The vertical 
scales span from -- 4 to 4 V. 

(20) ]. This leads to erratic response behavior between the 
spatial sample points used to determine w. As p decreases, 
the mean-squared error increases and the response becomes 
smooth in between sample points. 

A similar effect occurs in fitting polynomial curves to 
data. Use of a high-order polynomial will produce small er- 
ror at the data points but can result in erratic behavior in 
between data points; a low-order polynomial will give a 
smoother overall fit at the expense of increased error at the 
data points. 

Figure 11 illustrates the average approximation error 
and maximum weight as a function of logto(a). Recall 
a = $/a•. The error is approximately constant for a < 10- • 
and tends to increase rapidly for a > 10- •. In contrast, the 
magnitude of the largest element of w becomes large for 
a < 10- s. In these cases, the interpolation performance is 
unstable. 

D. Time-domain verification 

Thus far we have evaluated the model performance en- 
tirely in the frequency domain. An alternative perspective is 
obtained by evaluating the model performance in the time 
domain. We now compare the measured and modeled exter- 
nal ear impulse responses. 

The frequency response of this model is defined as 

h(a•,/9) = w•d(a•,O), 

so the model impulse response is the inverse Fourier trans- 
form of the frequency response 

h(t,O) = F - t{h(o•,0)}. 

Similarly, the measured impulse response of the external ear 
is * 

h d (t, 0) = F- l{h a 

Define the error between measured and modeled impulse 
responses as 

e(t,O) ---- hd(t,O) --h(t,O). 

Figure 12 depicts the modeled and measured impulse 
responses in several directions. The model response is deter- 
mined using 11 sensors in a 5-1-5 L-shaped geometry with 46 
taps per sensor. The majority of the energy in the measured 
impulse response is located in the first 0.5 ms; these features 
are faithfully duplicated by the model. The bottom trace in 
each panel of Fig. 12 shows the difference between the two 
responses. We observe that the error has a noiselike behav- 
ior. 

V. SUMMARY AND DISCUSSION 

We have proposed modeling the spatial and temporal 
response characteristics of the external ear with a beam- 
former. The output of a beamformer is a weighted combina- 
tion of the data received at an array of spatially distributed 
sensors. The array geometry and beamformer weights deter- 
mine its spatial and temporal response characteristics. The 
weights in the beamforming model are chosen to minimize 
the mean-squared error between measured external ear and 
beamformer responses. This model represents the response 
as a continuous function of frequency and direction. 

The effectiveness of the beamforming model is demon- 
strated using the measured external ear response of a cat. 
The model is able to actually duplicate and interpolate the 
measured response over 90 • of azimuth and a 40-kHz band- 
width using several hundred weights. A limited investiga- 
tion of model performance as a function of array geometry is 
also reported. We show that L-shaped array geometries re- 
suit in substantially less average approximation error than 
linear array geometries. The L-shaped geometry is consis- 
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tent with the physical configuration of the external ear. 
The mean-squared error is always reduced by increasing 

the number of parameters in the model, e.g., number of sen- 
sors or taps. However, it is generally desirable to follow the 
principle of parsimony and use a model with smallest num- 
ber of parameters needed to model the desired features. Par- 
simonious models are computationally less complex and less 
likely to model artifacts and noise. 

Batteau's model can be interpreted as a three-sensor- 
two-weight beamformer. Our beamforming model has far 
more sensors and weights. This increase in complexity ac- 
counts for the dispersion that occurs and permits explicit 
modeling of the external ear as a temporal/spatial filter. Our 
work is similar to Genuit's work in the sense that both use a 

multichannel filter structure. The primary difference is the 
methods by which the model parameters are determined. In 
Genuit's model the parameters are determined by an aver- 
aged geometry of the external ear. The spatial and temporal 
response is then predicted based on these parameters. The 
advantage of this approach is that the variations of the re- 
sponse due to geometry change can be predicted (or simulat- 
ed) to some extent. However, if this approach is applied to 
an individual geometry, the predicted response perhaps 
needs to be verified by acoustical measurements unless an 
extensive verification of the dynamics of the parameters is 
performed with respect to all of the possible parameter varia- 
tie.ns. In our model, the parameters are partially determined 
by the external ear geometry (i.e., the array geometry) and 
partially determined through acoustical measurements. It 
can predict (or simulate) the exact response of the external 
ear it models. Thus it can be used to represent either average 
or individual external ear transfer functions, depending 
upon whether average or individual measurements are used 
in determining the model weights. 

The experimental results presented in this paper only 
tested the model as a function of azimuth for a fixed eleva- 

tion angle. There are a number of directions in which the 
model can be extended, including variations in azimuth and 
elevation, use of a three-dimensional array geometry propor- 
tionally dimensioned to the physical size of the external ear 
and incorporation of an algorithm which accounts for inter- 
aural time differences, thus establishing a binaural external 
ear transfer function model. Ultimately, the advantages of 
this model mentioned in the introduction should become 

most apparent in complex and computationally demanding 
applications such as synthesizing a moving sound stimulus 
in space or a continuously changing stimulus in time. By 
controlling the model order and the weighting function, the 
synthesized external ear transfer function can be smoothed 
and/or emphasized both spatially and temporally, which 
will extend the experimenter's flexibility in spatial hearing 
research. 

Several other issues remain for future research. We have 

demonstrated the effectiveness'of the beamforming model at 
the acoustical level. Psychoacoustic validation will be an im- 
portant step in fully establishing the effectiveness of this 
model. The present model has limited capability of repre- 
senting the nonminimum phase components of the external 
ear response although the significance of this limitation is 

largely unknown because behavioral studies have not yet de- 
finitively established the importance of the nonminimum 
phase components of the response. Optimization of array 
geometry is very difficult due to the complicated manner in 
which the sensor locations enter into the expression for the 
beamformer's response. Yet progress in more closely linking 
details of the physical model with the functional model will 
not only increase the power of the model but decrease the 
computational burden by decreasing either the number of 
sensors or the length of FIR filters required to achieve a 
given level of accuracy. Despite the many remaining chal- 
lenges, we are encouraged by the accuracy ofmodel's perfor- 
mance and the "tractable" nature of the model computation- 
ally. 
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